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Chapter 11

Explanatory Combinatorial Dictionary

Chapter 11 describes the theoretical lexicon ahguage. In the framework of the Meaning-Text
approachthis lexicon takes the form of aExplanatory Combinatorial Dictionaryor ECD. Its
description, of necessity concise and stripped dmaaminimum, will be presented in five steps:
Sectionl: General overview of the ECD
Section2: The ECD’s microstructure: lexical entry (= leXicait entry)
Section3: The ECD’s macrostructure: lexical super-entry@¢eable entry)
Sectiond: General principles for compiling the ECD
Section5: Examples: several lexical entries from an Engi§&tD
Given the complexity of the task and limitationssplace, even a superficial review of
the domain cannot be offered; no parallels wildb@wvn between the ECD and similar or related
approaches in different frameworks.
Since my own lexicographic practice is mostly famisn French, this chapter often uses
French data; in order to simplify the presentatitwe, lexicographic definitions of French lexical
units are formulated directly in English.

1 General Overview of the ECD

I will begin with a few introductory remarkd.(l) and then consider the ECD’s defining proper-
ties, generall(.2) and specific1.3).

1.1 Introductory Remarks

The main point of this chapter can be formulatetbhsws:

A formalized semantically-oriented and cooccurreceetered lexicon is one of the two
major components of a linguistic description ofgaageL.

These components ardexicon and agrammar.
* The lexicon ofL is the set of aliminimal (= elementary and quasi-elementary) lexical signs

of L: roughly, it is the set df's lexical units [= LUS].
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* The grammar ok is composed of two sets:

— The set of all grammatical minimal signsigfthat is, of its inflectional and derivational
means (affixes, reduplications, apophonies, commes$.

— The set of all rules df: semantic, syntactic, morphological, and phonaalgiA rule can
be very general or not very general, even quiteiBpgbut it must apply to a sef several signs,
not to an individual sign. (For the notion of rusee Part I, Ch. 1, p. fiQ

Thus, a lexicon oL described.’s individual lexicalsigns, and the grammar bfcovers
a)L’s individual grammaticasigns and b) the behavior of classes ’sflexical signs (that is, the
grammar deals with general rules).

The lexicon of any, in combination withL’s grammar, ensures meaning-to-text and
text-to-meaning transitions. More precisely, itysla central role in establishing correspondences
between a given Semantic Representation [= Sem&}an Deep-Syntactic Representations [=
DSyntRs] of all the utterances that express thieeThe function of the lexicon in this process
is to be a depository of lexical data—informati@hated to individual LUs oL that are neces-
sary for a linguistic model to go from a given SetoRall corresponding DSyntRs (and beyond),
as well as vice versa.

“In this way, the lexicon is the core element of @senantic module daf.

The Meaning-Text approach puts forward a partictype of such a lexicon: tHexpla-
natory Combinatorial Dictionary [= ECD], on which | have been working, togetherhngeveral
colleagues, over a period of forty years.

The ECD is a monolingual dictionary, proposed ia 1960s by Alexander Zholkovsky
and myself (Zolkovskij & Mekuk 1965, 1966, 1967). A little later, Jurij Apresjmined us, so
that many first versions of ECD’s lexical entri@s Russian were authored by all three of us (for
instance, Apresjaat al 1973). In its present form, the ECD implementsiynaf Apresjan’s ide-
as (see Apresjan 1969a, b, 1974, 1979b, 1980, 19888a, b, 1990a, b, 1992a, 1995a, 2002,
2006). Three specimens of the ECD are availabfaimted form: Mel¢uk & Zholkovsky 1984
for Russian, as well as Méllk et al 1984, 1988, 1992, 1999 and Melk & Polguére 2007 for
French. A simplified ECD for Spanish, or, more fsety, a dictionary of Spanish collocations—
DICE (=Dlccionario de Colocaciones del Espajfielis being developed at present: Alonso Ra-
mos 2003 and 2004b.
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Over the last 40 years, numerous theoretical asdrigi¢ive papers on the ECD have
been published, but lack of space prevents me &ibening the reader a reasonable bibliography;

some more references are given in the course @xpesition.

The ECD is set apart from other dictionaries bygigmeral (= logical) and specific (=

linguistic) properties. They will be presented belo
1.2 The General Properties of the ECD

Compared to most existing dictionaries, the ECDthese general distinctive properties:

1) theoretical orientatiori(2.1),

2) formalized charactef (2.2,

3) completeness at the level of each eritr2.Q3.
They follow exclusively from our choice of an apacb; in other words, the ECD is—in the
above-mentioned respects—the way it is because ave iwto be like this, based on our scien-
tific convictions. These properties do not reflidet nature of human language or particularities of
specific languages. It is in this sense that threycalledgenera) or logical; they are opposed to
specific orlinguistic, properties of the ECD.

1.2.1 The Theoretical Nature of the ECD

An ECD is theory-oriented, in two senses:

* An ECD is compiled within a specific linguistikeory, in this case the Meaning-Text Theo-
ry [= MTT]. MTT presupposes a Meaning-Text modelNH M] of the languaga. under discus-
sion—a model that features autonomous semanti¢adyry morphological, and phonological
linguistic modules and puts strong emphasis oriekieon; as stated above, the ECD constitutes

an integral part of the Semantic module of an MTM.

Most current linguistic theories view a descriptmfna language as a grammar; a lexicon is
taken to be an indispensable, but somehow lessesiieg, annex to this grammar, where
all the idiosyncrasies and irregularities that @irve successfully covered by the grammar
are stored. By contrast, MTT considers the lexiasrthe central, pivotal component of a
linguistic description; the grammar is no more tlaaset of useful generalization over the

lexicon and, thus, secondary to it.
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With such a viewpoint on the role of the lexicomadl wonder that the ECD is the focus of the
Meaning-Text approach.

All lexicographic concepts used in an ECBx{cal unit, lexeme, phraseme, idiom,
collocation, government pattern, lexical function, and a host of others) are rigorously defined
within MTT; taken as a system, they form a well-eleped lexicographic metalanguage.

* An ECD is a theoretical lexicon (cf. Lakoff 197B52-164) rather than a practical conven-
tional dictionary. More specifically, written withia clearly stated theoretical framework, an ECD
purports to store all lexical knowledge shared pgakers ofL in the form foreseen by this
framework. It contains all LUs ai—lexemes and idioms, as prescribed by the theorg-ais
designed to dovetail with the grammarsyntax + morphology) df.

Conventional dictionaries are not consistent wighagicular linguistic theory, and they
cannot be: they are developed to satisfy practieatls, not to boost the science of language. Un-
like them, the ECD is not limited by commercialagraphical, or even pedagogical constraints,
which are inevitable for any conventional dictionaan ECD is not meant to serve a particular
public or to be adapted to a particular level oflenstanding of its users. It is developed for the
sake of linguistics and should satisfy the norreglirements for scientific descriptiohs.

NB: 1. Since nothing is as practical as a good thear§@D ofL can be successfully used as a source of several
types of practical dictionaries. Once an ECD (dragment thereof) is compiled fdr, it can be simplified,
without loss of rigor or systematicity, for variopsactical uses: as a dictionary for learners (sudiction-
ary is, for instance, Maluk & Polguére 2007), as a reference book for tetass and editors, etc. It is easy
to foresee bilingual or even multilingual dictioreer based on the ECD ideology. Applications of &DEn
computer text processing are even more obviousiefdre, an ECD provides the infrastructure for ficat
products.

2. What just has been said should not be constrsiedrajection of pedagogical considerations by HSD
cography. Of course an ECD must be easily surveyabtl consultable product—otherwise even its devel-
opers will not be able to deal with it. As a consengce, an ECD needs to be as pedagogical as mpswmbt
ertheless, pedagogical constraints cannot be alda@revent an ECD lexicographer from formulatamy-
thing that he finds necessary.

1.2.2 The Formalized Character of the ECD

An ECD is aformalizeddictionary; one can even say that it is a lexicibtase. It puts heavy
emphasis on its explicitness and consistency.

» The ECD'’s explicitness means that nothing shdnddeft to the user’s intuition or logical
abilities; nothing should be communicated throughlagy or examples; everything has to be
stated in an overt and precise way. To achieve thes lexicographer is obliged to use a pre-
established and well-developed lexicographic metalage.
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» The goal of consistency in the ECD has two ingilans. First, similar LUs should be de-
scribed in a similar way, so that the degree aiiiively perceived semantic relatedness of two
LUs is paralleled by the degree of the similaritytheeir entries. Second, different aspects of one
LU, i.e., its semantic, syntactic, and lexical coacence properties, should be described in con-
formity with each other.

This again follows from the ECD’s general scientHinstellung to serve as the central
component of a theoretical modellofThe formalization of the ECD makes it especialbpro-
priate for computer treatment. On the one hanchiitbe developed with the help of a computer,
that is, by means of special lexicographic editogs (see Polguére 2000); on the other hand, it
can be widely used in an electronic format.

Conventional dictionaries also strive of course dgstematicity and consistency, but—
precisely because of their practical/commercialgegical orientation—they cannot achieve the
level of formalization set for the ECD. The primamgncern of an ECD lexicographer is to ob-
serve all formal requirements, which allows foryeasrification of linguistic facts. For this, a
fairly sophisticated formal metalanguage has bemmldped over the years, and it is pressed into
service for writing ECD entries.

1.2.3 The Internal Exhaustiveness of an ECD Entry

An ECD seeks to be exhaustivih respect to each individual LU it describes. aéver a native
speaker knows about an LU L bf must be fully presented in the ECD entry for L:eto!s or
outright lacunae are allowed. Once again, thigwdl from the ECD’s scientific conception.

Since the complexity of a lexical entry for an EQEatly exceeds that of an entry in a
conventional dictionary, for the time being an E@Ricographer cannot envision an ECD as
(more or less) exhaustive in the traditional seng®tis, including all or at least most of the lex-
ical stock ofL.. Nowadays we can plan only for substantial fragimenthe lexical stock of a lan-
guage to be covered. However, as far as any om&lentry is concerned, an ECD must be de-
veloped exhaustively: it should contain @fithe information needed to use the head LU sieces
fully in all possible contexts.
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1.3 The Specific Properties of the ECD

Along with the three above-mentioned general, giclal, properties, the ECD has five specific,
or linguistic, distinctive features:

1) Orientation: it presents the lexicographic datganized in the direction from meaning to
text, i.e., in such a way as to enable the us@ass from a given meaning to the corresponding
texts (.3.7).

2) Semantic basis: the lexicographic definitioranfLU L forms the logical basis of the entry
for L (1.3.2.

3) Exhaustive coverage of the restricted lexicalccorrence of each headwpr@., ofthe LU
L described in a particular lexical entry: all adgéations of L are included in its entd.8.3.

4) Word list: it includes lexemes and idioms in Hane order and treats them in the same way
(1.3.9.

5) The target of a lexical entry: the headwordéasessarily a monosemous LU3Z.5.

These properties are determined by the naturerafhuanguageas understood by MTT; that is,

in this respect, the ECD is the way it is becaheenatural language is like this.
1.3.1 The Active Orientation of the ECD: From Meaning to Text

An ECD is anactive, or encoding, dictionary: all information about words and exgmiens it
contains is presented exclusively from the viewpaihtext synthesis, i.e., speaking/writing,
and not from that ofext analysis, i.e., understanding spoken/written text. An EGRDsato pro-
vide the user with the maximum of linguistic medimat exist inL for the expression of a given
meaning in a given situation and a given contekisTs in accordance with the general approach
of MTT, in which the speaking process is considecelde more linguistic than the speech under-
standingprocess, since the latter requires lots of extgaiistic knowledge and common sense
(which are not part of linguistic competence ashjusee Part I, Ch. 3.2.3 p. 00f). Any lin-
guistic MTT-description is therefore organized froine viewpoint of the passage from meaning
to text, and this is true of the ECD in particulais designed to answer questions not of the type
‘What does such and such an expression mean?athdr of the type ‘How do you express such
and such a meaning?’

For ease of reference by human users, the ECDesntin a printed volume—are ar-

ranged in alphabetical order by headwords, butch siystem of cross-references and special
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codes allows the user to find all the LUs he miggd in connection with his intentions. Thus,
for instance, in the entry f@ogG, the ECD’s user can expect to find:

* the term of any particular breed of doggerz0l, BULLDOG, COLLIE, GERMAN SHEPHERD
GREAT DANE, GREYHOUND, POODLE, SETTER TERRIER efc.;

« the term for a dog of no definable breeddeNGREL, MUTT, CUR,;

* the terms for various human activities relatedlé@ys—KEEP [a dod, WALK [a dod, HUNT
[with a dod, MUSH, etc.;

» the names of different actions typical of dog®ARK, SNARL, HOWL, WHINE, YAP, SNIFF,
WAG [the tail, BITE, MAUL, etc.;

* the names of such artifacts used for dogs@s AR, MUZZLE, LEASH, DOGHOUSE BASKET,
etc.

« the form of the sign warning of an attack dog'esggnce—8EWARE OF THE DOG?
Practically, any English LU that has the compongdbg in its definition must be cross-
referenced in the entry f@oG. As a result, an ECD entry is much richer and noamaplicated
than a corresponding entry in a conventional dictrg.

Among other things, an ECD specifies, for any headw., all of itssemantic deriva-
tives (see below2.3.1, p. 0Gf.): for instance, for any L that denotes an everE@D should give
its action noun ISCOVERY:1 for DISCOVER FIGHTy for FIGHTy, etc.), the names of its actants
(DISCOVERER [ who has discovergdl DISCOVERY2 [( what has been discove)dd etc.) and of
its circumstantials (for instancéplace of .) : THEATER for HOSTILITIES, HOLSTER for PISTOL,
PIGSTY for PIG, etc.)—insofar of course as these exist.

And such expressions cannot simply be listed—e#&t¢hem must be associated with a
semantic description. Thus, for an ECD, it is ndfisient to have the expressiavalk a dogin

the entry forDOG; there must also be a description of its meaning:

take the D. out so that it can
get exercise and relieve itself . [to] walk [ART ~]

NB: In some cases, a conventional dictionary supjities. headword a list of related terms, but withspecify-
ing their meaning, so that there is no way to ifigthe term you need. Thus, PR 2001 has practiclithe
useful expressions under the er@yIEN ( dog) , but with no explanations. Thus, it ligteomener son chien
([to] walk one’s dog, but nowhere in the dictionary is the meaninghig tollocation given.

As a result of this policy, a typical ECD entry tains a series of ‘subentries,” with
mini-definitions and other types of lexicographafarmation. This point is touched upon in Ch.
16, the end of Sectidsy p. 00.
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The consistently synthetic orientation of the EGi2slnot prevent its use for analysis as
well. Synthesis requires much more linguistic infation than analysis: when you are trying to
understand a text, you can often guess many thirogs the context, while when you are speak-
ing you have to know exactly how you should say twloas want to say—it is far less probable
that a guess will be right. Therefore, the lingaigtformation an ECD contains is quite sufficient
for analysis, i.e., for text understanding. Thelgsia requires of course huge amounts of non-

linguistic information that an ECD does not—anad$ supposed to—provide.
1.3.2 The Semantic Basis of the ECD

Because of its orientation, an ECD is a semanyidadlsed dictionary. (Hence the adjectese
planatoryin its name.) This property of the ECD comes ftwa sources:

— On the one hand, the ECD’s semantic orientatiodeitermined by the general belief that
natural language is, in the first place, a tooldgpressing meanings, so that semantic considera-
tions underlie everything else in language andsequently, in an MT-model of language; an
ECD, which is a part of this model, must of counage this characteristic.

— On the other hand, the semantic orientation evitable in an active dictionary. Since an
ECD is geared to helping the user find the righguiistic expressions for the meaning he wants to
convey, it must concentrate on the description e&ning-to-text relations and therefore have a
semantic basis.

Practically, this means three things:

* First, lexicographic definitions of LUs are muetore rigorous and complex in an ECD than
in a conventional dictionary.

» Second, all the information elements in the efdarya given LU L must conform to the defi-
nition of L, whereas a conventional dictionary hahlly does not show particular links between
the components of the definition of the headword atiher elements in the entry.

» Third, each LU L™ given in the entry for L muse lassociated with the description of its
meaning. As indicated above, the entry for L corga mini-definition of any L” mentioned in it.
An example is provided on the previous page: itds enough simply to put the expressiai [
walk one’s dognto the entry foDOG; such an expression must be preceded by its definso

that what is given is the lexical means necessaexpress a given meaning relate®as.
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1.3.3 Cooccurrence as the Main Target of the ECD

An ECD is a cooccurrence-centered dictionary: ts@ustrong emphasis on describing the whole
of the restricted syntactic and lexical cooccureeatL in the greatest possible detail. (Hence the
adjectivecombinatorialin its name.)

On the one hand, the ECD must faithfully refle@ groperties of natural language. Re-
stricted cooccurrence of signs—cooccurrence thabisietermined semantically, i.e., by the sig-
nified, or phonologically, i.e., by the signifiers-a typical feature of natural languages; therefore
the ECD has to pay close attention to the resttic@mbinability of LUs. (The phrade pay
close attentiorin the preceding sentence illustrates this paink a good example of restricted
lexical cooccurrencepay + attention close+ attention where LUsSPAY andCLOSE are selected
by the Speaker in a restricted way.)

On the other hand, it is the active character efERD that brings the restricted lexical
cooccurrence to the fore. A conventional dictiondogs not bother to indicate, for instance, that
ILLNESS can begrave or serious but not heavy(as it is, e.g., in Russiatjazélaja bolezniit.
(heavy illnesy). A normal user, even not a native English speaké&ren encountering the
phrasegrave/serious illnesé a text, understands it without difficulty, afleavy illnesswill
probably never be seeBut an active dictionary should deal preciselyhvagases in which the us-
er is looking for the expression of the mean(iithess of high intensily and therefore needs an
explicit indication of the appropriate term(s).

The ECD puts forward a system of special techniguneistools for a rigorous description
of restricted syntactic and lexical cooccurrenc¢hef headword L—thgovernment pattern [=
GP] andexical functions [= LFs], respectively. (These concepts are bridigcussed in Subsec-
tions2.2 and2.3 below and then developed in Chs. 13 and 14.) €d#st of my knowledge, no
existing conventional dictionary uses such a mettamy.

1.3.4 The ECD Describes all LUs df in a Similar Way

Given its formalized character, the ECD aims toeroall LUs of L in the same homogeneous
manner. There are two major types of LUs (cf. Ra&h. 1, p. 00):

* A lexeme, or a minimal LU—a single word in a single wellfded sense. Lexemes consti-
tute by far the largest part of the lexical sto€lkay language. Among lexemes, a particular sub-
set is distinguished: lexemes that can be usedamén element in a compournexeme; they are
known as compounding elements (or combining forms). In English, this type of LU is typi-
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cally represented by ‘neo-classical’ LUs of theetyWTHROPO ( human,) , ICHTHYO- ( fish)
(ichthyophagousichthyosaur etc.), NEURO- ( nerve , SINO- ( Ching , or else-(O)LOGY ( sci-
ence , -PHILE ( lover) , -PHOBIA ( fean) . Compounding elements are typical of some languiage
and marginal in others, as they are in Englishrenéh. However, they are rather numerous even
in these languages. Thus, téebster lllustrated Contemporary Dictionaggd. by S. Landau,
1987,Chicago, lll.: Ferguson, 938-950) lists more th@0 Bompounding elements of Greek and
Latin origin used in English; for more on compourglelements in English, seeckr2005.

* An idiom, i.e., a multilexemic LU—roughly, a set phrase adaneaning does not include
the meaning of any of its components asémantic pivot (see Part V, Ch. 1@, Def. 16.9, p.
00): kSHOOT THE BREEZE ( chat leisurely, kRIDE HERD [on N] ( control [N] by watchindN]
closely, kCALL THE SHOTS ( being in charge, give ordgrskFRIED EGGS ( dish made with
the liquid contents of chicken eggs fried in a jgatar way , or kONCE BITTEN, TWICE SHY
( Somebody who has once suffered a misfortune iscauéipus not to suffer it agginetc. (In
SMT, an idiom is shown by raised semi-brackets 1. For more on idioms, see Part V, Ch. 16,
4, p. 00f.)

Compounding elements are not so common in SAE kEgegiand, because of this, cause
no serious difficulties for a SAE lexicographerofrtime immemorial, they have been entered in
dictionaries of these languages along with wordsmFow on, they will be ignored in this chap-
ter. But idioms are a completely different stonhil most conventional dictionaries fail to sys-
tematically include them as regular headwords alitg lexemes, the ECD does exactly this.
How original is this move? Including some—althoughno means all—idioms in the dictionary
on the same footing as monolexemic entries is &€ English lexicography. For other langua-
ges, the distinction between dictionaries of waadd dictionaries of idioms (that is, of phrases)
is, to the best of my knowledge, much stricter. §Hor French, German, Spanish, and Russian
we have separate dictionaries of phraseologicalesspons of different types. And even in Eng-
lish, set phrases are, as a rule, described inraepdictionaries: Makkai 1975, Spears 1992,
Cowieet al 1993, OCD 2002.

In sharp contrast to such an attitude, an ECD dedul) as separate full-fledged entries
of the same type all lexemes and all idioma.aind 2) as subentries inside main entries—all

pragmatemes, collocations and clichés, which nunmbarillions. It is thus a dictionary of words
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and (set) phrases, and the phrases numerically prév@inake a long story short, an ECD is, in
a sense, a phrasal dictionary.

The massive inclusion of idioms in the ECD’s wasd forces the lexicographer to con-
sider problems typical of phrases, which are nobantered when one deals with words only. To
better see the complexity of these problems, cendite French phras®mme un ani. (as an
asy . It has two senses, shown in (1):

(1) French
a. In the expressiotétu comme un ang. ( stubborn as an gssthe phraseomme un

aneis an intensifier: it means roughlyery) and is an element of the value of the
lexical function [= LF; see Ch. 14]agn : Magn(tétu) = comme un andn this sense,
it is absolutely synonymous with the phraeenme une mulgas a mulg, which is
also used as an intensifiertdTu ( stubbor) .
The expressiotétu comme un aris a collocation of the adjectiviéETu.
b. In all other combinationsomme un anmeang foolishly) = (like a foo :
(i) Comme un ane, il a dit ndrLike a fool, he said na
(i) Il sS’est comporté comme un afkEle behaved like a fopl
Note that in (1a) no foolishness is implied:
c. Paul est trés intelligent mais tétu comme un ane
( Paul is very intelligent, but stubborn as a mule
In (1a)the phraseomme un anévery) includes the nouANE1 ( he-ass, donkgyand
is an idiom, i.e., an LU of French. Theoreticallyis idiom should be entered in an ECD as an
independent entry. Practically, however, this isless: since the phrase occurs only with the ad-
jective TETU ( stubborn, being its collocate (namely, an intensifierjsisufficient to enter it on-

ly in the lexical entry fomETU:
TETU

Magn . kcomme un ane kcomme une mule

In (1b),the phraseomme un anglike a foo) includes the nouANE2 = ( fool) and is
free: it means exactly what it says @uel ane, ce type-la(!What a fool, this guy!). Therefore,
this phrase should not be stored in a dictionasgllait is sufficient to store the lexenaaE2.

As for the phrasée coup de pied de I'ange. ( the blow of foot of the he-ass= (a mean
and cowardly verbal attack on a beaten adveysatrys an idiom and constitutes an autonomous
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entry in a French ECD. This idiom is given its ogovernment pattern, its lexical functions
(such agoper;: allonger, assénerneutral donner andOper »: recevoil), etc. The two synonymous
phrasegasser sautes du cog a I'aneit. ( pasx jump from the rooster to the gss ( change
the subject in a sudden and illogical wagre both also idioms and also constitute sepamate
tries of an ECD. At the same time, the phrié&ee de Buridan( Buridan’s asp = (a legendary
ass who died of starvation between two identicésaf hay, being unable to choose between
them) is a collocation ofANE1 (as9 = (donkey (since its meaning includes the meaning
(ana) as the semantic pivot), and it is entered in thiglarfor this noun: it does not need a
separate entry.

As was just indicated, the ECD does not describprabsemes in the same whydi-
oms, on the one hand, and collocations as wellagnpatemes and clichés, on the other, are giv-
en different treatment.

* Idioms, which are semantically hon-compositiophfasemes (the phrases of the type Fr.
kARRIVER (VENIR) COMME UN CHEVEU SUR LA SOUPEIit. ( arrive like a hair on the sojp= ( [of
a remark, et¢.be incoherent and out of plgcer Fr.kDONNER LE SEIN[a Y]i lit. ( give the breast
to Y) =(breast-feed Y), cannot be effectively described as a functiojusf one of their com-
ponents; they receive each a separate lexical-equst like lexemes. A lexical entry for an idi-
om has (almost) the same structure and gives the sge of information as one for a lexethe.

« All other phrasemes, which are semantically cositmal, do not receive separate entries,
but are included into the entries of LUs that idgrthese phrasemes:

— Pragmatemes, that is, situationally-, or pragmatically-, boupldrasemes, of the type
PARKING, BEST BEFORE .[.] Or SEE YOU LATER are described as a function of the name of the
corresponding extra-linguistic situatioRO PARKING is given (with a semantic description and a
pragmatic indication Yn a street sigi”) under PARKy [a cal, andBEST BEFORE...—uUndercANy
and undelPACKAGE, with the indication “pn a container of pre-packed perishable food’. The name
of the situation that binds a pragmateme is lh@cal anchor of this pragmateme. Thus, a
pragmateme is presented only in the dictionarglarfor its anchor, where it constitutes a suben-
try.

— Collocations, that is, the phrases of the typeCEPT/DECLINE AN INVITATION , PAY A
VISIT, KEEN INTEREST, etc., are best described as a function of ortbedf components, known
as thebase (shown here in boldface); therefore, a collocat®as well presented only in the lex-
ical entry for its base (assai generissubentry, cf. above).
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— Clichés, that is, compositional and semantically fully sparent expressions that are used
and recognized as ready-made, global units, acedascribed in an ECD as non-standard LFs of
their lexical anchors—LUs that identify the mearmirexpressed by the clichés. Thusg] [in the
wrong place at the wrong momanust be stored und@&RONG, The question is not if, but when
[~ (T his will surely happen]—undersurRg When in doubt, do nothirgunderbouBT; No rest
for the wicked—underrREST; etc.

As a result of the decision to describe the phraseofL as stated above, an ECD lists,
in the same alphabetical order, both lexemes aoth&l Thus, the French phraseaT DE CAVE
lit. (cave rat = (very thin long candle = (wax tapey is an idiom having a proper definition
and particular lexical cooccurrence. All convenéibRrench dictionaries recognize this fact, but,
instead of explicitly reflecting the autonomy arekital character of the expression, they put
kRAT DE CAVE in the article forcAVE. However, describing an idiom in the entry for ofét®
components is unacceptable in the ECD framework:

1) It would mean embedding one full-fledged lexi@ghic entry within another. Embedding
of this type is not a good solution from eitherragtical or a logical viewpoint.

2) This treatment is never consistent. Thus, PRL20@reskCHEMIN DE FER lit. (iron road

= ( railroad andkPOMME DE TERRE lit. ( earth apple = (potatg as single LUs and puts
them, as separate entries, into general alphatweter, whilekRAT DE CAVElL O CORDON-BLEU

lit. ( blue ribbon = ( good cook (even if the latter is spelled with a hyphen) hidden inside
entries forCAVE andCORDON respectively.

3) Embedding of articles for idioms raises a difficbut completely artificial problem: to de-
termine the ‘host’ for an idiom. Thus, shoWHAT DE CAVE be stored undetAVE or under
RAT? There are no obvious reasons in favor of eitheice; the lexicographers of PRO01 did
not see any rationale, since they havey®at D'HOTELI lit. ( hotel ra} = ( hotel thiej under
RAT, but kRAT DE BIBLIOTHEQUE lit. ( library ra) = (bookworm), underBIBLIOTHEQUE.
However, semanticallyRAT D’'HOTEL! is closer toHOTEL thankRAT DE BIBLIOTHEQUE is to
BIBLIOTHEQUE (one can see this from the glossekgrefore, logically, one would expect just the
opposite.

To avoid unnecessary complications, the ECD preseéiims, as has been said, in the
general alphabetic order of entries. Thus, a Fré&eD lists as its separate entries, together with
single lexemes, all the idioms:
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— Noun phrases such eBOTDE CHAMBRE ( bedroom pgt andkVASE DE NUIT lit. ( hight
vasg , both meaning chamber pQt, kRAT DE BIBLIOTHEQUE ( bookwormn) , kRAT DE CAVE
(wax tapey, kRAT D’HOTELI ( hotel thie) , kTABLE DE NUITI ( night tablg , etc.

— Verb phrases such a8PPORTER DE L'EAU A[Apess.y = mon, ton, son, .. IOULINI lit.
(‘bring some water to Y’'s mjil = ( give an argument in favor of Yigewpoin)) , kBRISER LA
GLACE! ( break the ick, kCOUCHER EN JOUE [Y] lit. (lay [Y] in cheeR = (take aim at Ywith a
rifle]) , etc.

— Adjective phrases such agousu DU FIL BLANG lit. (sewn with white thregd =
(sticking out a mile/as a sore thunlbr kTOUT CRACHE lit. (all spi) = ( being the spitting
image pf a persoh) , etc.

— Prepositional phrases suchk&si MIETTES lit. (in crumbg = ( destroyedl, kPAR DESSUS
LE MARCHE! lit. ( by over the markét= (in addition, to boo) , etc.

— Full clauses (proverbs and sayings) suckfasssITOT DIT, AUSSITOT FAIT lit. (As soon
said, as soon dohe = ( No sooner said than done«L’ARGENT NE FAIT PAS LE BONHEUR lit.

( The money does not make the happipess( Money does not buy happingssTEL PERE, TEL
FILSI lit. ( Such father, such spn= ( Like father, like sop, etc.
(For lexicographic description of idioms, i.e., fdrom dictionary articles, see Ch. 1% ,p. 0Gf.)

To ensure a better and easier access to idiommfuistic synthesis (= speech produc-
tion), the ECD systematically uses semantic crefsrences. Thus, the idiORCOUCHER EN
JOUH (take aim yith a rifle]) is semantically cross-referenced (in terms ofdalxfunctions) un-
der FUSIL (gun, rifle) , underVISER (take aim) and underTIRER ( firey) ; Fr. kKAPPORTER DE
L'EAU A [Apossy] MOULINI is referenced und@RGUMENT; kSHOOT THE BREEZE, UNJErCHAT;
kBLACK BELTI, underkARATE; and Fr.kDONNER LE SEIN ( breast-feell, underBeBE ( baby) ,
ALLAITER ( nursg) , NOURRICE( nursg , andSEIN ( breas) . But these are only cross-references
(although semantically motivated)—simple pointerdtie appropriate expression; the complete
lexicographic descriptions of these idioms are tbumtheir own lexical entries.

And for analysis needs, that is, for the user whtmoking up an idiom encountered in
the text, the ECD has formally motivated cross+egiees to the idiom under all its constituents
(minus, of course, structural word)COUCHER EN JOUE is cross-referenced also under
COUCHERandJOUE, and so forth. These, of course, are simple foneferences, with no defini-
tion or other types of information: such informatiis to be found in the lexical entry for the idi-

om.
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At the same time, the ECD aims at giving, for eved/L, all of L's restricted lexical
cooccurrence, so that the entry for L containseatgnumber of semantic phrasemes of the second
type—collocations: multilexemic expressions in which L retains it8romeaning and syntactic-
morphological properties. The number of collocadiam a dictionary averages roughly a couple
of dozen per lexical entry, so they actually outbemthe lexemes. (The distribution of colloca-
tions per LUs is extremely heterogeneous: some hélse scores of collocations, while some
have none.) Since all collocations of L are desctim the entry for L, collocations do not need
lexical entries of their own. For instang®t shotis described only und&HOT, keep close watch
underwATCHy, andlodge a complainunderCOMPLAINTy. This is done by using lexical func-
tions [= LFs] (both standard and non-standard)agrmrinnovation of the ECD.

Until now, only a few lexicographers have attemptied cover restricted lexical
cooccurrence systematically: A. Reum, at the beggqof the last century, whose dictionaries
were reprinted as Reum 1953 (French) and 1955 i@nglRodale (1947: English), Beinhauer
(1978: Spanish), Bensaat al (1986: English), ligenfritzet al (1989: French), and OCD 2002
(English); there are also specialized dictionaoiekexical cooccurrence, e.g., Deribas 1975 (Rus-
sian), Gunther & Forster 1987 (Russian and Gerraad)Bosque 2004 (Spanish). Yet such de-
scriptions have never been carried out on a sesoak in general dictionaries; they are always
presented as separate lexicographic productsodaries of collocations. In contrast, the ECD
aims to describe all the collocations of an LU Ithin the lexical entry for L.

And, finally, an ECD purports to list all pragmatesnand clichés grouping them in the
entries of their lexical anchors; here we talk ppdhof tens of thousands of expressions.

Summing up, | can say that the ECD correspondly feliosely to the type of dictionary
J. Becker (1975) and A. Pawley (1985) were so wvigsly campaigning fof.

What is proposed here with respect to mono- andi+kexlemic expressions boils down
to a systematic description of all lexemes andndi®@fL in parallel, and the inclusion of all col-
locations, pragmatemes and clichés in the entdeshkir bases/lexical anchors in a principled
and systematic way. This proposal stems from thwiction that text synthesis is best done in

terms of ready-made phrases (mostly collocaticattler than individual words.
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1.3.5 Each Article of the ECD Describes One LU, andn LU is Described by One Lexical
Entry

In contrast to conventional dictionaries, the basitt of description in the ECD islexical unit
[= LU]: a lexeme (in particular, a compounding e&t) or an idiom—i.e., a word, a part of a
word or a phrase (= a configuration of words)—takene well-specified sensether than a
polysemous word, a polysemous compounding elemeatpmlysemous idiom. Roughly speak-
ing, in the ECD, each LU has its own lexical enamd each lexical entry corresponds to one LU,
which is itsheadword. All lexicographic information is attached to awdividual LU.

The above statement is only approximately correct:

On the one hand, there are LUs such that eacts@sided by two or more lexical en-
tries: these are regular free compounds—for ingtaRaS SEMNADCATIETAZNYJ ( hav-
ing 17 stories or SOROKACETYREXLETNIJ ( 44 years olyl.

On the other hand, there are LUs such that two arerof them can be described by

@ one lexical entry: these are LUs the semantic iffees between which are really minor
and can be specified by simple enough rules—faante, XXX. This class of cases is
most often described by particusgmantic constraints to government patterns in lexi-
cal entries, see Ch. 13, p. 00.

However, these are special cases. Most often, eénstandard, unmarked case, the
statement “one LU—one lexical entry” holds.

Related LUs that have an identical signifier andremon-trivial semantic components
in their signifieds are grouped int@cables; this grouping reflects polysemy (see SecGomp.
00, where a rigorous definition of the conceptiigeg: Definition 11.7, p. 00). Thus, the English
vocableIMPROVE includes six LUs (lexemes), and each one has its separate lexical entry. In
the illustration below, lexemes are identified bgit definitions and simple examples, but their
lexical entries are not cited.

IMPROVE, verb

IMPROVEL.1a X improves . ( The value of the quality of X becomes higher
[The weather suddenly improyddthe system will improve over tijne

IMPROVEL.1b X improves Y : (X causesthat Y improvesta)
[The most recent changes drastically improved thtesy

IMPROVEL2 X improves . ( The health of a sick person X improves
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[Jim is steadily improving

IMPROVEL.3 X improvesat Y : (X’s execution of Y improvasa, which is caused
by X’s having practiced or practicing) Y
[Jim is steadily improving at algeldra

IMPROVEI X improves Y by Z-ing ( X causes that the market value of a piece of real es-
tate Y becomes higher by Z-ing i Y
[Jim improved his house by installing indoor plungpin

IMPROVEII X improves uponY :( X creates a new Y" by improving Y)
[Jim has drastically improved upon Patrick’s trartgba]

The lexicographic (= sense-distinguishing)umbers, in accordance with existing dic-
tionaries, capture semantic distances between Lithérva vocable: Roman numerals express the
larger distances, Arabic numerals—smaller ones |attelrs, the smallest distances. Semantic dis-
tances themselves are measured 1) by the propmtishared semantic material and 2) by the
regularity of the difference in question. Thus, tber lexemes grouped undefPROVE are con-
sidered to be closer to each other thamRrOVEI and toIMPROVEI , because all of the former,
but not the latter, include the semantic compoifjemprove.1a) . IMPROVE.1a and IMPROVE..1b
are especially close since their semantic diffezeAcP) ~ ( cause P) —is very regular in Eng-
lish. (For more on lexicographic numbers, 862 p. 0Gf. The semantic componefptause) rep-
resents non-agentive causation, ashe falling tree(The bulle} killed the dog ( cause) stands
for the agentive causatiodohnkilled the dog(see Part Il, Ch. 5, p. @

The policy of having separate LUs as separateesntras the advantage of making it
possible to indicate for each sense its morphotdgarticularities (if any), its derivation range,
its syntactic and lexical restricted cooccurrerazed so on—that is, to ensure the internal coher-
ence of lexical entries. In conventional dictioeariafter different senses have been lumped to-
gether under one head entry, there is not enowgtibility to indicate what properties go with
which sense. The entry becomes cluttered with @ik markings, and not all individual proper-
ties of the senses are or even can be explicilizated.

All the pieces of information that are shared bytte¢ LUs of the same vocable are ex-
tracted from individual LUs and ‘raised’ to the é&\of the vocable, so as to avoid unnecessary
repetitions (this was done with the part-of-spegxhcation “verb” in our mini-example). The

policy of extracting common features and statinghonly once, under a superior unit, is fol-



— Part V, Chapter 11. Explanatory CombinatorialtDicary — 20

lowed throughout the ECD, i.e., not only in vocableut with respect to semantic fields as well
(for the corresponding notion, see bel@ad, pp. 00f).

In a nutshell, the ECD is an active phrasal diargnbased on the semantics of the LUs
treated and stressing their restricted cooccurrateenit of description is Eexical unit, that is,
a word or an idiom, taken in one particular semgthér than a polysemous word, as in all current
dictionaries).

2 The ECD’s Microstructure: A Lexical Entry

An ECD entry, i.e., a full description of an LU & [exeme or an idiom), comprises three major
divisions, which correspond to the three componehtbe linguistic sign, as it is understood in
MTT (Part I, Ch. 1, Def. 1.2, p. 00). A linguiss@nsis a triplet:

s={( Signified) ; /Signifier/ ;Z(syntactics).
Since an LU L is presented in the ECD as a lingusgn (recall the convention formulated in
Note 1, p. 00), each component of this tripletasatibed in a ‘zone’ of the ECD lexical entry for
L. Each zone, in its turn, is subdivided into sames (indicated below in boldface).

1) TheSemantic Zone describes the signified of L, i.e., it containsdalthe data concerning
L’s semantic properties. It consists of two subemorthelexicographic definition of L, which
fully specifies L's meaning; and L'sonnotations (meanings that languageassociates with L,
but that are not part of its definition; see Ch, @.500f).

2) ThePhonological/Graphematic Zone deals with the signifier of L, i.e., it gives all the
data concerning its phonological properties. Hgy@rawe find two sub-zones: Ljgronuncia-
tion, including its syllabification and any non-stardig@rosodic propertiegsee, in this connec-
tion, a detailed study Apresjan 1990b), as well’aspelling.

3) TheCooccurrence Zone presents the syntactics of L, i.e., all of the daiacerning its
combinatorial properties: with what inflectionaéeients L combines and how it behaves in such
combinations, what derivations L admits, what aileossible syntactic actants, etc. It is orga-
nized into five sub-zones, where L's morphologiintactic, lexical, stylistic, and pragmatic
cooccurrence is specified.
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The morphological cooccurrence sub-zone

The Inflection Data (conjugation/declension class, irregular formsssimg forms, permitted
alternations, etc., cf. Apresjan 1988a) cover th@phological cooccurrence of the stem of L
from the viewpoint of its inflectional paradigm.

The syntactic cooccurrence sub-zone

This sub-zone includes three main divisions. Gowernment Pattern deals with theactive
syntactic valence of L: its cooccurrence with its syntactic acta(i®ep- and Surface-), while
Part of Speechand Syntactic Featuresdescribe L’s passivgyntactic valence: its participation
in specific constructions as a dependent.

The lexical cooccurrence sub-zone

Here are presented all lexical linkstween L and other LUs @f—in terms of LFsLexical
Functions cover both semantic derivations and collocatiohs evith individual LUs or very
small and irregular groups of LUs, as well as pragmmes and clichés semantically associated
with L.

The stylistic cooccurrence sub-zone

Usage Labelsspecify the appropriate speech regisigor(nal, colloquial, vulgar, poetic, special
etc.), temporaldpsolescentarchaic) and geographicaB(itish, Indian, Australian) variability, and the
like.

The pragmatic cooccurrence sub-zone

Pragmatic Cluespinpoint the real-life situations in which L is@ppriate/inappropriate: e.g.,
in English, a street sign features the expreshiorparkingrather than the fully understandable

and syntactically well formed (but non-conventigri@arking forbidden ofProhibition to park
while in French exactly the opposite is true: tperapriate formula i®éfense de stationnér.

( Prohibition to park, rather tharfAucun stationnemer{tNo parking (the symbol #” indi-
cates pragmatic inappropriateness). The expres®@ARKING, which is a pragmateme, is given
as a value of a non-standard LF in the lexicalyeiatr the verbPARKy andmust be supplied with
the indication “pn a street sigh”; the expressioBEST BEFORE..., given in the entry for the noun
CANy [tinplate containds has the indication gn a container of pre-packed fooll’; etc.

Pragmatic clues accompany not only pragmatemesyHiach they are definitiorial, but also
various lexemes, collocations and idioms, for inseaRoger! (| understood you [in a radio
communicatior], Push/Pull( to open, push/puyll [on a door in a public building], Hold the line!( |
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ask you not to hang up for some timdin a telephone conversatiofy At ease!( | permit you light
movement given your right foot does not leave tleeigd [a military command], etc.

4) To the above three major zones, the ECD addwsidhf one, thdllustrative Zone. Com-
pletely redundant from a strictly scientific viewpp it is useful for the human user of the ECD:
linguistic illustrations not only facilitate the derstanding of a lexicographic description, bub als
serve to substantiate the claims about possiblessiple expressions made in the corresponding
entry.

Only the following four of the sub-zones mentioradmbve will be considered here:

« from the Semantic Zone, ti=finition (to the exclusion of connotations, which are edat
special chapter: Ch. 15, p.f00

 from the Cooccurrence Zone, t®vernment Pattern andLexical Functions (to the ex-
clusion of morphological data, syntactic featuess,);

 and from the lllustrative Zon&xamples
Only these sub-zones appear in the lexical entolethe verbBAKE given in Sectiorb. In this
chapter only the lexicographic definition is trehie some detail, the government pattern and
lexical functions are sketched very briefly, sitlbey are described more fully in separate chap-
ters: Chs. 13 and 14.

2.1 The Lexicographic Definition in the ECD

Since the definition of the LU L in an ECD entry fo in languageL is actually the central ele-

ment to which all the other aspects and elementssofexicographic description are geared, it
deserves a more detailed characterization. It9s #le most difficult part of a lexical entry to
write: as Anna Wierzbicka has put it, “The proceksonstructing a lexicographic definition is—
or should be—a search for trutfwierzbicka 1996: 264).

The ECD-type definition of an LU L is, theoretigabpeaking, its Semantic Represen-
tation [= SemR]; however, it is not presented ia #iandard form of a labeled network supplied
with the specification of Sem-Comm-are@shéme ~ Theme, Given ~ New, Foregrounded ~
Backgrounded ~ Neutral, €tC.), as should be in the framework of Meanimg{Tsemantics (cf.
Part Il, Ch. 4, p. 0. An ECD definition is written ‘verbally—in a spel semantic metalan-
guage, which is basically itself, but submitted to particular constraintsattis, this metalan-

guage is a subset bf (In point of fact, this is a very large subseLothe majority ofL’s LUs are
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admitted into it.) The verbal definition of L and standard SemR stand of course in one-to-one
correspondence.
An ECD definition has the following tripartite forras all lexicographic definitions do:
definiendun®E ( definieng ,

where thedefiniendums the presentation of the LU L to be defined, éddfinieng , the presen-
tation of its meaning L) (i.e., the definition in the narrow senses ‘is the symbol of equiva-
lence. The ECD definition will be discussed in feub-subsections:

 Substantive requirements for ECD definitioB<2.1

* Rules for the well-formedness of ECD definitio@<2.2

« Criteria of linguistic truthfulness of ECD defiluns:2.2.3

» General characteristics of ECD definitio@s2.4
2.1.1 Substantive Requirements for ECD Definitions

There are three linguistic conditions that them&tn of an LU L in an ECD must satisfy; name-
ly, it should ensure an accurate description of:

L’s links with the extralinguistic world—L'’s dendtanal potential;

L’'s semantic links with related LUs in the lexico-s-paradigmatic potential;

L’s syntagmatic links with other LUs in the sentences-gyntagmatic potential.

1) L's denotational potential is the claB=f extralinguistic entities or facts to which L

(or, more precisely, the meanifd.) of L) can be applied, i.e., whidhL) denotes, when L is
stored in the lexicon. The definition of L must lunde all the components necessary and suffi-
cient to allow the use of L when appropriate—ivehen the speaker wants to refer to a specific
element of clas®—and to disallow it when inappropriate. It shoulat,rhowever, embody the
entire amount of knowledge a speaker possessasnimection withD: much, or even most, of

this pertains to the things and/or situatidesoted by L, and not to L itself. Therefore:

An ECD lexicographic definition must by all meansi including information about the
real world (i.e.,encyclopedic information), beyond what is strictly necessary to fully
characterize the meanings of LUs being described.

The aim of semantic decomposition of lexical megsiis restricted to determining the
applicability of LUs to things and situations aldgadentified, while it should not try to contrib-

ute to the identification of the thing or the stioa itself. The biological definition of the scien
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tific concept “CAT” aims at distinguishing cats fnoother mammals, that is, at identifying a cat;
the lexicographic definition of the English lexemmaT, on the other hand, should be concerned
only with the use of the lexeme as applied to ther gomehow identified animal (cf. the relevant
remarks in McCawley 1986). In other words, an EGHirdtion does not reflect the concepts
speakers have of the corresponding object or ewerttfries to encapsulate the subconscious
speakers’ knowledge of the LU defined and its uBes.instance, an English speaker knows that
cups normally come with saucers, that they arekiatda, that they should be washed, etc., but
this knowledge concerns the object and is irreled@nthe lexicographic definition of the noun
cuUP: a cup will still be callec cupby an English speaker, even if (say, in a pawicaulture) it

IS never put on a saucer, never washed and is ofadereakable plastic. (Lexicographic defini-
tions of such English lexemes @asp, MUG, SAUCERand the like are thoroughly discussed, alt-
hough in a different perspective, in Wierzbicka 39800-103; cf. Wierzbicka 1991, especially
pp. 87-91, where the lexicographic definitionsoafr andBOTTLE are reproduced.) It is by no
means easy to draw a line between what is encydiop@owledge and what pertains to the lin-
guistic meaning of an LU, but a linguist must de beést in barring the data about objects and sit-
uations from the definitions of corresponding L'{Us.

2) L's paradigmatic potential is the whole set &fd.in the lexicon oL with which L
shares important semantic material (= @santic bridges, see3.1, Def. 11.5, p. 00). From this
viewpoint, the definition of L must allow for thelfowing two things:

» The definition of L must ensure a correct setectof L and/or of its semantic partners in
possible paraphrases; it must state the semaniitasties and differences between L and its po-
tential substitutes. Thus, consider the ECD-typendion of ESCAPE.1c (as inHe escaped from
Cambodia/from his captoys
X escapes from Y by way of Z tool{ |[X being in place Y where Y is, such that (something

related to) Y threatens X and it is possible that X will notdi#e to move away from?Y

before the threat by?tto X is realized,]|

X succeeds in intentionally moving away from Wa Z to place W, which causethat

the threat by Yis not realize}l
Comments

1. Y* and Y’ represent aplit variable Y: namely, Y = Y/Y?. The technique of split variables
allows us to cover by the same definition suchedéht expressions ascape from Cambo-

dia/from the prison camf= Y] and escape from one’s captors/from the execufioiY?]. The
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variable Y corresponds to two different particigaot the situatiorf [to] escapelc) , whose ex-
pressions, however, are incompatible in one clanskeso need not to be represented by two dif-
ferent variables, i.e., they do not correspondaro different SemA-slots. Cf. Ch. 13,4.2.2 p.

00.

2. The symbols “|[ ... ]|” enclose a presuppositieag below2.1.4 p. 00. Presuppositions
have been characterized in Part 1l, CH3.8, p, OGf.

3. (Cause) stands for non-agentive causatier( be the cause pj, Part Il, Ch.52, p. OGf.

This definition allows one to repla@&sCAPE 1c with FLEE in some contextsOjith Pran
escaped Cambodia Dith Pran fled Cambodig but not in others¥ith Pran barely escaped
(*fledy Cambodid; this is ensured by the choice of the central ponent in the corresponding
definitions. Thus, the combinability &/SCcAPE.1c with BARELY (with a small margin of proba-
bility) is guaranteed by the central compor{esucceell in the definition ofescAPE.1c (( barely
succeeded is semantically correct), while the central comgmanin the definition ofFLEE is
( move away from .)., which does not combine wiitbarely : *( barely moved away from)..
iIs semantically incorrect. (See Apresjan 1992a gmagram for a Russian dictionary of syno-
nyms, in which the lexicographic data underlie nigfins that satisfy the above requirement—
that is, these definitions guarantee the corredeicen of L in paraphrasing; for the dictionary
itself, see Apresjan 2004a.)

* On the other hand, the definition of L must makplicit all intuitively felt semantic links
between L and all LUs Ltelated to L (in the same vocable or in other es) inL’s lexicon.
We cannot accept for verlEsCAPE.1a (He escaped from the state penitentjaaynd ESCAPH 1c
the definitions proposed in AHD 198(break loose from confinemgntaaind( succeed in avoid-
ing (capture, danger, or halm)since they do not explicitly show the semantlateziness of the-
se two senses @SCAPE In an ECD, the definitions &fSCAPH.1a and OofESCAPHE.1c mustshare a
central component: for instandgjntentionally) move away from)..

Another example of the need for explicit presentatif the semantic links between LUs
is the definition of the nousNow: in an ECD, it should include the componénthite) —not
because snow ishite (this is a piece of encyclopedic informatedrout the substance “SNOW”,
not about the lexemsNow), but because English has expressions $ikewy ( pure whitg ,
[whitgl kKAS SNOW , SNOW-[whitg], and SNOW3 ( [white] cocaine powdér, which are perceived

as semantically related 8NOow;the definition ofSNOw must make this speakers’ perception ex-
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plicit. At the same time, the definition 8ALT, even though salt is also white, should not inelud
the componen{ white) —since there are no supporting English express{ans*salty white
*salt-whiteor something similarwhite as salimight be found, but it is not as clichéedvésite
as snow. | will return to the discussion of this caseconnection with the Criterion of linguistic
relevance2.1.3.1 p. 00.

3) The syntagmatic potential of L is the whole seL’s lexical ‘partners’—LUs that
cooccur with L. The definition of L must account fao types of lexical cooccurrence:

» The definition of L must ensure the proper combitity of L with L's non-restricted lexical
partners, that is, with all LUs that can/cannotcoaw with L according to semantic considera-
tions only. ThusGRAFT? [corruptio] cannot be defined gsPRACTICE of obtaining money or ad-
vantage by the dishonest use of influence or poyve(LDOCE), sincepractice andgratft differ
in their morphology gracticeis countable, whilgraft is uncountable) and, as a result, in their
free lexical cooccurrencehese variouspractices vs. *these variousgrafts. A definition of
GRAFT%, which is better in this respect, could (ebtaining money or advantage ,.since the
morphosyntactic behavior of gerunds is closer & tf GRAFT? than that oPRACTICE To sum
up, the definition of L must fully account for Lfeee(i.e., semantically motivated) combinability
with other LUs in the text.

At the same time, the definition of L must cobtiie to the description of its restricted lexi-
cal cooccurrence. Such cooccurrence is coveregiriiggmatic lexical functions of L—not by the
definition; but the definition should contain conmgmts that can accept meanings expressed by
L’s syntagmatic LFs. Thus, since English has theressionpass an exarfpass= Real »(exan),
Real 2 being a standard LF, see bel@3.3 p. 00] the definition oEXAM must include the com-
ponent( ... Y’'s goal being to show the necessary levelrafidedge or skills ).; [to] passex-
presses the achievement of this goal. (For mortherinks between the definition of L and its
LFs, see below?.1.3.2 p. 00.)

Thus, a lexicographic definition in an ECD must:

— ensure L's correct denotatighy specifying the applicability of L to previoysidentified
entities of the extralinguistic world);

— make explicit all L's_paradigmatic link&ith other LUs in the lexicon (allowing, among

other things, for correct choices between paradigmelatives of L); and
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— cover all L's_syntagmatic link&ith other LUs in the sentence (i.e., predictirig $emanti-

cally controlled lexical combinability, both freedrestricted).
To make an ECD definition conform to these threpimements, two types of lexicogra-
phic instructions are needed: instructions thatrobriormal correctnes (= well-formedness) of

the definition and instructions that take caretsflinguistic truth A definition that is not well-
formed, cannot be seriously challenged; but beirdl-iwrmed is not sufficient for a lexico-
graphic definition: it must also truthfully repredehe particular LU L. The well-formedness of a
definition is covered by ECD-definition rule®.1.2); as for the linguistic truth of ECD defini-

tions, they must satisfy several lexicographiceciat 2.1.3.
2.1.2 Well-Formedness Rules for ECD Definitions

Five rules are proposed to control the formal atness of lexicographic definitions: Rule 1 con-
cerns the form of the definiendum, Rules 2 throdgthe form of the definiens, and Rule 5, the

equivalence definiens= ( definiendun) ” itself.
2.1.2.1 Rule 1: Propositional Form Rule

Let the LU L, which is to be defined, have a sigrdfthat is a semantic predicate or a quasi-
predicate (see Part Il, Ch. 2.2.2 p. 0Gf): (L(X1; ... ; X)) . The meanings that correspond to
the arguments X ..., X, of (L) are known asemantic actants [= SemAs] of L (for SemAs,
see Ch. 123.4, p. 0Gf).

L's definiendum is gropositional form—an expression constituted by L supplied with
variables X, Y, Z, ... that represent L's SemAsd(avith structural elements such agh,
out of ..., syntactically relating the variables to't').

Unlike conventional dictionaries, a definiendumam ECD cannot be, generally speak-
ing, simply the name of the LU being defined. Faredicative LU L (i.e., an LU whose meaning
is a predicate or a quasi-predicate), the definiends the name of L supplied with variabthat
stand for L's SemAs. These variables are symbolizgdippercase Latin letters X, Y, Z, etc.
Thus, in order to definREPROACH, (as inThe Senate leader reproaches him for recent re-
mark9, the ECD actually defines the expressioreproaches Y for;4or CHANGEy (in Life has
changed into an endless succession of shothks definiendum i< changes into ;yand for
SKIRMISHy, the ECD has to defirgkirmish between X and Y over Z
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Only a non-predicative LU, semantically close foraper name, can have a definiendum
that is not a propositional form: the name of auredtsubstancenater, sand air), of a wild ani-

mal or a plant speciegi(affe, oak whea), or else of a unique natural objeSuf) Moon).

2.1.2.2 Rule 2: Decomposition Rule

The definiens of an LU L must be written in ternigreanings of two or more full LUs;
Lo, ..., Lhsuch that 1§ L) =(L;) O (Ly) O ...0 (L, and 2) eacliL;) issemantically
simpler than( L) ; in other words, the lexicographic definition bétmeaning L) must be

its decomposition.

The symbol 1”7 stands for the operation dihguistic union, in this particular case semantic

amalgamation, or uniting of two meanings (see R&h. 1, p. 00).

Exceptions

Two types of LUs do not undergo semantic decomjoosit

1) semantic primitives, likénot) , (feel) or(se);

2) absolute synonyms, of which one is semanticdiyomposed and all the others are simply re-
ferred to it:COUGAR( pumg and kMOUNTAIN LIONI ( pum3g .

In what follows, these exceptions are ignored.

Comments
1.Two or more full LUs.” Since the lexicographic definition of L must beeecdmpositiorof the

meaning( L) , the definiens must include no less than two lfuls. Grammatical, i.e., structural
LUs, are not counted, as are not counted ‘lightswupport, verbs. Thus, the vexbTACK\ can-
not be defined as(*tarry out an attagk because&ARRY OUT is here a support verb, which has
no lexical meaning( attack,) = (attack,) ; therefore,( carry out an attagk is not a legitimate
definiens.

2. ‘'Semantically simpler.” The central point in the formulation of Rule 2 he trequirement of de-
fining (L) in terms of simplemeanings. The expressibe semantically simpléthan is used in
a technical senséX is included in the definition of Y, while Y cannbe included in the defini-
tion of X) . Therefore, the semantic relation “be semanticsitlypler than,” as understood here,
does not apply to every pair of meanings: it isliagple only to a pair of meanings such that one
can be defined in terms of the other. It makesenss to ask, for instance, what is semantically

simpler— abhorrencg or ( invite) .
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The meaning L") is semantically simpler thanthe meaning L) if and only if [= iff]
(L) can be defined in terms 6L") but not vice versa:

(L) =(L) O..0(Ly),while(L) #(L) O..0(Ln).

Let me illustrate the notion of semantic simplidity a rather obvious example. Which is
simpler:(mani) (= (adult male huma@n) or (womar (= (adult female humgn? Following
A. Wierzbicka (1972: 4d4), we say that the meanigvomar can—and must—be defined
without mentioning mani) , exclusively by a woman’s capacity of giving bjrbut( mani) is
impossible to define without mentionifgvoman) , since( mani) has to be defined by the ca-
pacity of causing that a woman gives birth.As a result, the meaning of the lexeman’t
(‘adult male persgnincludes the meaning of the lexemveMAN ( adult female persgn but not
vice versaWwoOMAN is thus semantically simpler thamn 1.

The possibility of defining L) in terms of( L") but not vice versa can be determined in
the process of subsequent decompositions and suiosts. However, this is not always immedi-
ately obvious. Consider the French nouAasTRONOME /astrorOm/ (astronomer and
ASTRONOMIE/astrorOm-+i/ ( astronomy.* One can say thétastronomg is = ( person who does
astronomy, definingASTRONOME via ASTRONOMIE. Inversely, it is also possible say thaf{ as-
tronomig is = (science done by astronomgrsand thenASTRONOMIE is defined via
ASTRONOME Both statements are factually true. However, feotexicographic viewpoint, only
the first is acceptable as an ECD definition; henghy.

« If (astronomg = ( person who does astronomythen at the next stage of decomposition,
(‘astronomi¢ (= ( astronomy) is defined as: ( science of celestial bodijeswe do not need to
return to( astronomg, and a vicious circle is avoided.

« If, on the other hand,astronomig = ( science done by astronomgrshen, while continu-
ing the decomposition, one is forced to defjrastronomg (= ( astronomer) as( person who
studies celestial bodipsBut in this case, the substitution gives us tileing:

(‘astronomi¢ = ( science done by people who study celestial bydies
By an obvious reductiorf,science done by people who study i simply( science of X. Con-
sequently, we can write
(‘astronomig = ( science of celestial bod)es
In this way, we come back to the first statemémistronomg must be defined asperson who
does astronon)y but not the other way arourd.
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There exists no foolproof method that would allomedo automatically determine rela-
tive semantic simplicity of two LUs. Only by sevesaiccessive attempts can the linguist reach a
good formulation of a definition. Nonetheless, joits of the lack of easy techniques for its appli-
cation, the notion ‘be semantically simpler thanabsolutely crucial for the ECD.

3. Semantic decompositionRule 2 means that a definition ©£) must of necessity bel) ’s de-
composition; the methodology of semantic decompmsitlaunched in the 1960s by A.
Wierzbicka, is central to MTT. This methodology hlasee important consequences.

e In an ECD, it is forbidden to define by synonyrassynonym of L is by no means a decom-
position of the meaning of L. Thus, one cannotraethe French verRIPOSTER( retort, react
(Elle riposta en éclatant d’un rire fouShe reacted [to this] by bursting into hysterieaightey )
simply byrépondre( answey , répliquer ( rejoin) or réagir ( reac) : such definitions are by no
means decompositions.

However, the ban on synonyms as definitions do¢prexiude the use of a poorer syn-

onym of L as the central (= generic) componenthia definition of L. Let me illustrate using
RIPOSTER:

Xriposte a Y par Z ( Person Xrépond.2 [= reacts] to words or gestures of person Y th&eX
lieves to be addressed by Y to X and harming X—&ingi words or gestures Z that X
addresses to Y with the purpose to harm Y

This definition covers, for instance, the followiogses:

(2) French
a. A leur proposition de se rendre, le maréchal ripggar un mot devenu célebre

( To their proposal to surrender, the marshal redontgh the word that became fa-
mous .

[The reference is to the wotderde !( Shit!) , uttered by Marshal Cambronne, the commander ef th
Old Guards in the battle of Waterloo thé"1& June 1815, as an answer to the British proptosaiir-
render.]

b. Va ranger ta chambre, dit maman, et ne ripostelpas
( Go and clean your room, Mother said, and don't balkk)
c. Riposter a un policier par un bras d’honneur, c'dstl'audace !
( To reply to a policeman by giving him the fingereslly audaciou3!
It is clear tha{ riposte) is a particular case ¢frépondre2) , so that the latter is a poorer syno-
nym of the former; therefore, usiigépondre2) in the definition of riposte) is more than jus-
tified: it is the only possibility. What Rule 2 fads is the use of a synonym as a whole definition.
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*In an ECD, it is forbidden to define using semaaitjcempty LUs. Thus, to continue our ex-
ample with the French verPOSTER an ECD lexicographetannot accept the definition given
in PR 2001RIPOSTER= ( faire une riposte [= ( make a riposte]. Although the equality ripos-
ter) = (faire une riposte is factually true, it cannot serve as a definitibacaus€ faire une ri-
postg is not a decomposition @friposte) : the verbrFAIRE ( makg is empty here (it is Aght,
or support, verb), and ripostg is semantically equal foriposte) .

* In an ECD, vicious circles in the system of lexj@aphic definitions, which are one of the
current plagues of practically all existing dictioies, are successfully avoid&d.

4. Semantic primitives. Requiring that a definition of L should be a decasipon of the mean-
ing of L guarantees that, by carrying out subsetjdenompositions of lexical meanings of lan-
guageL as far as possible, one will inevitably arriveaaset of LUs {L"®"}, whose meanings
cannot be decomposed any further in terms of thenings of other LUs df. The LUs {L"*"}
are thesemantic primitives of L. The modern study of semantic primitives has lstarted and
vigorously developed by A. Wierzbicka; the readereferred to her work: Wierzbicka 1972,
1980, 1987, 1991 and 1996, as well as Goddard &ablieka 1994.

For the time being, the Meaning-Text approach dusshave a more or less definitive
list of semantic primitives, ademes. | believe that they must appear as a resthorough lexi-
cographic research: successive decompositionsxmlalemeanings of a language inevitably lead
to semes. But an educated guess as to what coddeecandidates for seme status in English
can be made already now; for instance, the follgwiteanings are, in all probability, semantic

primitives:
( something ( sed [in mathematical senke
( more.thah ( spacg
(no/no) ( time)
(and ( say
(or) (this.speech.ayt

But, however interesting and important, the questd semantic primitives cannot be
seriously discussed here. | will limit myself todwemarks.
* It is not the case that semantic primitivesx.@re not decomposable at all: they cannot be de-
composed only in terms of other lexical meanings.oln principle, they are definable, but in

terms of extralinguistic notions—Ilogical, psychdlmd, mathematical, or physical ones (see
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Mel’ ¢uk 1989). Thus, the meanirfgqo/no) (= negation) is a semantic primitive: it seems im-
possible to define the meaning of the LNIS or NOT in terms of semantically simpler LUs of
English. Yet in logic the expression 1 (= NO/NOT) is defined easily:

Negation—: an operation such thitA is a true propositiorthen - A is a false proposi-

tion, and vice versa.

This is a good definition, yet it cannot appeasidictionary of English. Other examples of the
same type of lexicographically inadmissible defons includewATER = ( H,0) , LIGHT = ( elec-
tromagnetic waves of frequengy, or CAT = ( felis felig (the meanings of these LUs are not se-
mantic primitives: they should and can be propesyined, i.e., decomposed, in an ECD-style
dictionary). Such definitions characterize the ghienoted by the LU in question, rather than the
linguistic meaning of the LU itself.

» Semantic primitives in our perspective are lamguspecific—unlike universal primitives of
human thought introduced by Wierzbicka. In MTT, st@uld speak of the semantic primitives of
English, Chinese, Swahili, Totonac, etc. This doaspreclude the sets of semantic primitives for
different languages being (or, rather, almost beimgne-to-one correspondence; this is, howev-
er, a serious problem that must be passed ovaeipresent context.

2.1.2.3 Rule 3: Standardization Rule

Given the formal nature and rigorous logic of arDE@e ECD-style definition of an LU must be
made in a uniform semantic metalanguage subjeexpécit constraints, which are applicable in

a homogeneous way to the whole lexicon. In the ohse English ECD this semantic metalan-
guage is ‘processed’ English, and the constramtgiestion can be expressed by the Standardiza-
tion Rule:

The lexicographic definitions in the ECD should t@on neither 1) ambiguous expressions
(= each one is carrying different meanings) nogsy2jonymous expressions (= several ones

are carrying the same meaning).

Comments

1. Non-ambiguity of defining elements.The first constraint means that each elementaryesspn
used in a definiens must always have one and tme saeaning: it is @emanteme, i.e., the
meaning of a well-defined LU. In order for this uegment to be satisfied, all lexical itemslLof

have to be disambiguated—by means of distinckexécographic numbers that specify the
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sense under discussion. Lexicographic numbersuarent practice of all existing dictionaries—
which, however, never use them in their own dabnig; as a result, the definitions are quite of-
ten highly ambiguous. Most of the time, for a humuger this ambiguity is successfully resolved
by the context of the definition and especiallytbg examples; yet for a non-native it can create
problems, and from a scientific viewpoint it is gsoaptable. To illustrate the problem of ambigu-
ous expressions in definitions, consider the dediniof the French lexeme@AUTEURI.1 ( height
[e.g., of atowd) as presented in PR 2001:

HAUTEURI1 a ( dimension dans le sens vertical, de la base au e§fmm
[( dimension, in the vertical direction, from the b&s¢he top |

Xiii
This definition is multiply ambiguous, given thaivMENSION has, in the same dictionary, 6 lexi-
cographic sensesgNshas 3BASE, 11, andSOMMET, 3; the adjectiv&/ERTICAL iS monosemous.
As a result, the definition ofAUTEUR is formally interpretable in 594 (=%3 x 11 x 3) different
ways! Such a state of affairs cannot be tolerateahi ECD. The definition under analysis has to
be rewritten as follows:
HAUTEURL1 = ( dimensiom2 dans le sefs vertical, de la base au somme}
Lexicographic distinctive numbers here are borrofeth the same dictionary, which has them,
but does not use them in its own definitions (faliscussion of this problem, see Rey 1990: 52).
Using disambiguated defining elements in the di&fing allows for automatic substitu-

tion of these elements by their own definitions] #ms enables formal verifications of consisten-
cy. Even for a human user, definitions with distive numbers of their elements are of great
help: such a definition ensures that the user tipetexact meaning of the LU he is looking up.
Moreover, for any formal treatment, including cortgyyrocessing, this is the only option. From
now on, the English definitions proposed in thigmier will use the disambiguated elements,
with lexicographic numbers borrowed frdt®OCE Online (Structural words, used in the defini-
tions for readability, are of course not disambtgdaSince the sense differentiatiorLDOCE is
not always satisfactory, the disambiguation showrehs, on many occasions, quite approxi-
mate—which is not too serious a drawback in thegmecontext.)

2. Non-synonymy of defining elements The second constraint in Rule 3 means that eazanimg
to be expressed in a definiens is always—i.e.|liddinitions appearing in an ECD—expressed
by the same LU. To respect this constraint, itésassary to determine, for each meaning to be
expressed in a definition, one and only one LU th#ltexpress it in all definitions. However, it
is extremely difficult to recognize identical meags expressed by different LUs—at any rate,
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much more difficult than to recognize formally idieal LUs carrying different meanings; there-
fore, the second constraint poses more problens ttie first one. Consider a simple example
involving the names of artifacts:

WATCH is often defined agdevice_allowingone to know the time

HAMMER—as( tool for striking) ,

KNIFE—as( instrument serving tout with) , and

SPOON—as( utensil_used tearry food to the moujh

It is not immediately obvious that the LWadowing [to], for, serving[to] and used|to]

express (in the context of the definitions sketchetdhere) the same meaning. But let us suppose,
at least for the sake of our discussion, that tteeyThen this meaning must always be expressed,
in ECD definitions, by one and the same lexicalregpion whose choice is determined by the
following four conditions:

1) The expression selected must be the least amimsgoossible—in order to allow for a better
functioning of the linguist’s intuition. Thus, atibgh the prepositioffior in the definition of
HAMMER expresses the necessary meaning quite welltagbi@mbiguous and therefore must be
rejected. (Even disambiguated with a lexicographimber it remains difficult to proces#)-
lowing, serving and used are lexically less ambiguous, but still create palgnt expressions:
each means simultaneouslgictually serviny, ( which can senje, and( designed to serye

2) The expression selected must be the least idiopassible; that is, it should not carry ad-
ditional nuances difficult to filter out.

3) The expression selected must have the gregtetgtctic flexibility possible: it should be
usable in the widest variety of contexts.

4) The expression selected must be semanticallgntist precise possible.

Taking these conditions into account, we shall sedihe expressiopdesigned for for
the four LUs above; then the definitions will béorenulated as follows:
WATCH : (devica designed for showing the timé: ..)
HAMMER : (tool designed for striking'2 ..
KNIFE  : (instrument designedfor cutting2 ...
SPOON : (utensil designeifor carryind1 food to the mout ...
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The expressiodesigned [for] is clearly less ambiguous than its competitarss also less idio-
matic and/or idiosyncratic; it is syntactically tpiflexible; and semantically, it is the most appro
priate for artifacts.

2.1.2.4 Rule 4: Maximal Block Rule

If the lexicographic definition of L contains a Seonfiguration( L) O (Ly) O, ...,0
(Ln) such that it is semantically equivalent to the mireg of a LU L that exists ik, so
that

(L) O(L) O..0(Ly) =(L),

then (L"), and not the above Sem-configuration, must apipethie definition.

The semantemgL”) is themaximal block with respect to the Sem-configuratiph;) 0O ( Ly)
O..0(Ly).

In other words, Rule 4 (first formulated in Aprasja969a: 14, 1969b: 421; see also
1974: 95) requires obligatory semantic reductiothiwia lexicographic definition; the semantic
decomposition of a meaning must be minimal, orghallowest possible. Such an approach en-
sures graduatlecomposition (into ‘semantic immediate constitsgnand thus makes lexico-
graphic definitions more manageable and surveyable.

In contrast to Rules 1 - 3, Rule 4 is not logicat-the sense that a good definition that
follows this rule is equivalent to a good one tthaés not. However, it is important methodologi-
cally: Rule 4 guarantees that every semantic deositipn is the shallowest possible and thus
allows the linguist to avoid arbitrary decisiong@svhere to stop decomposing in a lexicographic
definition. Logically, a definition can be eithdret shallowest or the deepest possible. But the
deepest one will of necessity be constructed mdesf semantic primitives; and writing the defi-
nitions only in terms of semantic primitives sufférom at least three shortcomings:

* A linguist writing the definitions for LUs ot directly in terms of semantic primitives must
first have at his disposal a well-established $etemantic primitives oL, and such a set is not
yet available (Wierzbicka herself has modified Be&rting hypotheses several times and is still
developing the inventory of semantic primitives,iethhas grown in about 30 years from 13 to
over 60). Before constructing a dictionary, thegliist is forced to accomplish a preliminary
enormous task: to establish the set of semantuaifves forL.

* A definition written only in terms of semanticiitives is very long and complex, which
makes it unwieldy: not only the dictionary usert the lexicographer himself will find it difficult
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to work with. Worse still, the speaker’s intuitibalks at the evaluation of such definitions. Cer-
tain definitions in Wierzbicka 1985 reach two peidtpages—even with the use of many inter-
mediate semantic components, that is, componentedoced to primitives. Thus, the definition
of BIRDStakes up two pages: 180-181, as does thetabNs: 310-311, and many others.

Wierzbicka herself proposes the use of intermediateantic components. The idea of
the maximal block is in harmony with this proposadding only the requirement that the inter-
mediate components be used obligatorily wherevsrighpossible.

* With the deepest semantic decomposition possibéesemantic links between LUs are not
directly visible in their definitions. Thus, in tha@efinition of PROFESSORoNne will not find
(teach , since( teach will be replaced by a configuration of semantiertives.

It is to avoid these shortcomings that the notibthe maximal block is introduced.

2.1.2.5 Rule 5: Mutual Substitutability Rule

A lexicographic definition of L in an ECD shouldflext the linguistic intuition that native speak-
ers have as to the meaning of L as closely asldess$iowever, this informal requirement is dif-
ficult to check. More formally, the definition of ¢hould satisfy the following general condition:

An ECD definition of an LU L should guarantee algelmutual substitutabilitwith L in
text: L must be replaceable by its definition ané tlefinition of L must be replaceable by L

in any imaginable context (with the exclusion oftaliaguistic ones)-salva significatione

(i.e., stylistic elegance or even normal lexicad@mrrence may be violated).

The substitutability of L and its definition regedt here is not the substitutabilggplva
veritate i.e., with the preservation of the truth-valudhieh is expected in many philosophical
approaches to synonymy and hence to the theorgfofidg. The substitutability that Rule 5 re-
quires is the substitutabilitsalva significationgi.e., with the preservation of the same meaning.
Once again, we see to what extent the notion ofsdi@e meaning’ is basic in the Meaning-Text
semantics.

Mutual substitutability of the definition (= defems) and the unit defined (= definien-
dum) with preservation of meaning, as well as tteatgr semantic simplicity of the defining el-
ements in the definiens with respect to the uniinge, are major requirements in Wierzbicka’s
semantic approach, repeatedly stated and defendwet ipublications since 1960s. We faithfully

follow these requirements here.
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Mutual substitutability includes, of course, sutugtbility within the definitions them-
selves. Thus, consider the following equivalences:
(3)a. Xreveals Y to Z ( |[information Y being hitherto hidderfirom Z by someone and
X believing that Z would like to know Y ]|
X directlyr causesthat Y becomeasknowrs by 2)
(cf. Wierzbicka 1987: 308-309)

b.Y becomes W = (Y begins to bé1 W)
and
c. Y is[= BE?1] known by Z (information Y i$2 in Z's mind')

By substitutingl becomé and( known) in (3a) by their definitions (= semantic decomgiosis)
given in (3b) and (3c), we obtain (3d):
d. X reveals Y to Z= ( |[information Y being hitherto hidderfirom Z by someone and
X believing that Z would like to know Y,]|
X directlyrcausesthat Y begins to bézin Z’s mind') .
Indeed,John revealed to all his colleagues that he haddlad to Corufiaoesmean( John di-
rectlyr caused [by saying, writing, or showing somethinghat the information «John has traveled to
Corufia», which was hitherto hiddeinom all John’s colleagues, began bein the mindz of all
John’s colleagugs
Absolute mutual substitutability of the definiendumand the definienssalva
significationeis the central methodological requirement of th€TMapproach to theoretical se-
mantics and the lexicon; other features of the HGIDw from a strict observance of this re-
quirement. Without substitutability, we cannot niahat the meaning of the definiendum is equal
to that of the definiens, and the concept of daéniitself collapses: it loses all positive coriten
A scientific approach to lexicographic definitiolssimpossible if we do not advance, following
Wierzbicka’s effort, the requirement of substituli&pof the definiens and the definiendum.

NB: The inclusion of mutual substitutability of thefthiendum and the definiens among the rules ferftimmal
correctness of definitions can be questioned: ieftrather a substantial requirement? | believg fiormal,
in the sense that it does not involve any spepifoperty of a particular natural language. On tteeohand,
where this rule is classified is not that importaprovided it is observed.

The rule of mutual substitutability of the definiterm and the definiens guarantees,
among other things, the correct constitution of dieéniens: it must contain only necessary se-
mantic components, and the set of all its semamtiaponents must be sufficient for substituta-

bility. The presence of a non-necessary comporiens (overdefined’) leads tg L) being not
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substitutable by its decomposition in certain cets#eand the absence of a necessary component
(‘L is underdefined’) entails the decomposition(df) being substitutable not only fafL) , but

for some other semantemes different fr@rn) .
2.1.3 Criteria for Linguistic Truthfulness of an ECD Definition: Criteria of Type |

The rules for ECD definitions ensure their formatrectness, or well-formedness imposed by
Meaning-Text theory. An ill-formed lexicographicfoition cannot be properly justified, criti-
cized or improved. If it is well-formed, it satief the condition of being usable, but not, as yet,
the condition of sufficiency; in order to be suiiot it must also be:

« explicitly linked with all semantically relatecefinitions in the dictionary;

« factually true, i.e., it must correspond to thet$ ofL.
The goal of any dictionary is of course to have tefinitions; formally correct but factually false
definitions are good for nothing.

Therefore, along with rules for formal correctnessexicographic definitions, we need
substantive criteria that target the relation gk definition 1) to other semantically related de
initions and 2) to actual semantic factaefmore specifically, to the meaning of the LU L unde
description. These criteria help the linguist setee semantic components to be included in, or
excluded from, the definition of L. | will refer tthem as Criteria of Type |, or Criteria |, since
later 1 will introduce another type of lexicographgriteria, Criteria ll—for distinguishing LUs
within a vocable (se8.2 below, p. 00).

Let me start with the criterion necessary for eimguthe internal semantic coherence of
the dictionary—namely, the explicit links betwedre tdefinition of L and semantically related
definitions. Consider an LU L that denotes a phgisjghenomenon/object/substarnee What
properties of thi®, which is the denotation of L, must be reflectedhie definition of L? Some
of these properties are constitutive—if they areincluded in the definition of L, L becomes ap-
plicable to other real-world entities that are Rst Thus( being solid is a constitutive property
of ice, as( being invisiblg¢ is a constitutive property of air: something liqudnnot be called
ICE in English, and a visible gas is mdR (even if some fantastic beings in a science fiction-
el use it for breathing). Such properties conth@ torrect usage of the corresponding LUs and
have to be represented in their lexicographic dedims. The difficulty appears when the property
in question is not constitutive, but still quiteptyal of P. Take, for instance, the white color of

snow, sugar, salt and rice. Should we put the compid white) in the definitions of the English
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Nouns SNOW, SUGAR, SALT and RICE? (This question—with respect gALT—was discussed

above:2.1.1, p. 00.) Criterion 1.1 helps to give the answer.
2.1.3.1 Criterion I.1: Linguistic relevance of a seantic component

Let there bg 0) , a semanteme or a configuration of semantemeshwhia candidate for the
inclusion in the definition of L( o) reflects a non-constitutive, but typical propesfythe refer-
ent of L, so that one feels tempted to h@@ as a component in the definition of L. However,
the necessity of ) in the definition of L is not immediately seerf-e) is, so to speak, a dubi-

ous component.

A dubious semantic compongnt) must be included in the definition of L iff langyel

has at least one other LU L that is formally lidke L and ha¢ o) in its meaning.

The existence of the LU L" with the indicated cluteastics demonstrates thiaguistic rele-
vance of ( @) in the definition of L.
L” can be formally linked to L in one of the follavg three ways, involving three im-

portant linguistic phenomena:

* Polysemy: L’ is another LU of the same vocable/ich L belongs.

* Derivation: L"is an LU derived from L.

* Phraseology: L  is a phraseme that contains L.
In these three cases, the inclusiorf aj in the definition of L ensures an explicit spezation of
the semantic link perceived by speakers betweendLLa (formally speaking( o) represents a

semantic bridge between L and L").

Examples
Polysemy
(4) L = cLouDI ( accumulation of grayish whité substance... that partially hidés the
sky) ;
(0) =(... that partially hide's the sky ;
L" = cLoupm [on Ny] (fact X ... that (partially) spoils the positivé1 charactes of the
fact Y [kas if 1 X were a cloudthat partially hide's the sky) (as inThis sad news
was the only cloud on the otherwise excellent vaoair Chandra casts a cloud on

the anti-matter theony
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The existence ofLouDi shows the linguistic relevance of the compor{esit in the
definition of cLouDI. The semantic link betweesLouDii andCLOUDI is obvious to an English
speaker—it is a comparison witLouDi [a live, even if conventional, metaphor]; it hashe
shown in the definitions of both lexemes. On theeothand, according to the concept of vocable
(see Def. 11.3 below, p. 00), two lexemes of theesaocable should explicitly manifest their
semantic bridge. As a result, we have to inclugecthmponenf o) in the definition ofcLouDi,
which allows us to have the componéras if 1 X were a cloudthat (partially) hide's the sky
...) in the definition ofcLouDi , and the semantic link—a semantic bridge—is ermsure
Derivation

(5) Russian
L =kirPici (brick's) = (artifact designed to be used as a building matetigdck

made of bakad1a clay, of a medium size, heavy, (of a dark browmesh color)
and having the form of rectangular parallelep)ped
(o) =( of a dark brownish red colpr
L~ = KIRPICNYJn [cvet (color)] (dark brownish red color—that of a Kkitp)
(kirpicnyj rumjaned dark brownish red face coloy.
The componen( of a dark brownish red colprin the definition ofKIRPICI ensures a semantic
bridge with the derived adjectiv@RPICNYJIl; it indicates the basis of an obvious comparison.
(The semantically equivalent English noBRICK'1 does not have a corresponding component:
brick is not used to denote a color.) Note that thismament is weak (which is shown by paren-
theses): it can be suppressed by the context:qtite normal to say, for instancggryj kirpi
( grey bricK1) .

The presence of the componédritaving the form of a rectangular parallelepipeds
justified by the existence in Russian kKaRPICI ( manufactured quantity of solid substance X
having the form of a rectangular parallelepiped-ifétswere a brick1) andkirpici ( ‘No En-
try’ traffic sign, which is a red rectangle havitige form of a long parallelepiped face and re-
minding one of a brick) . Here, as we see, the polysemy considerationisnasé/ed.

The component heavy is based on the existence of the nauRrPICllv, a plurale
tantum meaning( something heayy. — Tam u tebjacto, kirpici, ¢to 1i? (What do you have
there, some bricks or what?— Eta sumka kirgami nabita( This bag is filled with bricKs; cf.
also the idions dusikirpic [svalilsjd lit. ( from the soul a brick [fell) = ( X felt relief) .
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Phraseology
(6) L =sNow ( white'1 cold™1 substance..) ;
(o) = (white') ;
L” = [WHITE] kAS SNOW , SNOW-[WHITE]
Let it be added that the presence of the compdnehite’1) in the lexicographic defini-
tion of SNow is confirmed by the polysemy and the derivatisige
 English hasNow ( cocaine in powder form-wHITE as snow) .
 English hasNowvi ( purewHITE) (snowy haij.

NB: 1. Now | can answer the question asked above: Thaitiehs of SUGAR, SALT andRICE do not mention
( white colo) , even if these substances are factually whiteatme English has no expression in which the-
se lexemes are involved to express whitenashit®é as sugar*sugar-white *salty white, *rice whiteness

But, for instance, Russian sagaxarnye zubkit. ( sugary nice.little.tee)h= ( very white nice little teetfof
a child or a young womaj, so that the definition of the Russian lexeB#XAR ( sugaj must include the
componen{ Whitell) . Thus, our approach is strictly lexicological, abv@all encyclopedic.

2. The semantic bridge between L and L" can be baseztonnotation of L (see Ch. 15) rather than on a

component in the definition of L. ThusTONEy has a connotatioficruel indifferencg, which is justified
by the existence of the adjectiS®ONY, as in astony heart/starg( insensitive—as if it were of stope

Thus, Criterion 1.1 (= Criterion of linguistic relence) allows the linguist to make a lin-
guistically justified decision in a case where tiezessity of a semantic component in a lexico-
graphic definition is not straightforward.

Criterion 1.1 is aimed at enhancing the cohereniceu lexicographic description—
making explicit all semantic links between relatéds. The next criterion, 1.2, or rather a group
of three criteria—I.2a, 1.2b and 1.2c, targets thetual truth of the definition. It addresses the
combinatorial possibilities of L, that is, L's canarence with qualifying modifiers, quantifying
modifiers and negation. (For a special discussiothe links between semantic components of
L’s ECD-type definition and the cooccurrence okke Kahane 2003b.)

2.1.3.2 Criterion I.2a: Cooccurrence with qualifyirg modifiers

The definition of L must explicitly reflect L's caourrence with qualifying modifiers: it
must include a semantic componégit) capable of ‘accepting’ the meaning of the given

modifier M, i.e., technically, of being the argunmehthe corresponding predicgté) .
The modifier M can be free or lexically restricted,, expressed by an LF.
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Examples

Adjectival modifier

The nounAaPPLAUSE readily accepts adjectival modifiers of the typ&yn/AntiMagn : deafening

< frenetic, frenzied, thunderous or scattered<« subdued thin> , which express intensification/

attenuation; therefore, the definition a#fPLAUSE must include a semantic componéuol) that

allows for this kind of qualification. Here is antative definition (o) here and below is shown

in small caps):

X’s applause to Y for Z ( Repeated clappifigby X as a sigh of approvat by X of Y's Z, THE
FORCE'4 AND RATE'1 of the clappindt beindgs proportional to the de-
grees of X's approvat) .

Adverbial modifier

Fr. BATTREI ( beat, defedt (as inJean a battu Pierre au tennfs). beat P. at tenni¥. the verb

battrai can take adverbial intensifiers of the typagn, such as plate coutureit. (to flat seam

~ ('soundly and complétemeni{ completely ; consequently, its definition must include an

intensifiable component. An ECD-style definitionBATTREN cannot usas the central compo-

nent ( avoir le dessys= ( have the upper hahddefiningBATTREI as( avoir le dessus sur)..=

(have the upper hand over)...(as does, e.g., PR01), becauseAvOIR LE DESSU$ is an idi-

om —i.e., one LU, so that it does not representddeomposition of the meanir{dattrer) .

(Moreover, the meaningvoir le dessuss not easily intensifiableavoir le dessudomplétement

< totalement ( have completely totally> upper hanjl.) Here is what can be proposed as a bet-

ter definition:

X bati Y dans Zpour WE ( |[X and Y beingz opposed in struggle Z over W,]| X causessuch
damagé to Y that Y i$3 UNABLE to continue Z, as a result of
which Y does not obtainw)

The choice of the above examples is not fortuitdlie: modifiers shown are restricted
lexical cooccurrents of L—elements of the valueshef LFMagn. Such cooccurrents, known as
collocates, have intimate semantic links with componentshm definition of L and facilitate the
linguist’s job in establishing the semantic contehf L) . Systematically accounting for the cor-
respondence between the definition of L and L'#ri@ed lexical cooccurrence (= L's LFS) is one

of guiding principles in the developing and presenECD entries.
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Note that there can be more difficult cases wheis not immediately obvious what
component of the definition is targeted by a giwesdifier. Thus, in the French collocatiogli-
bataire endurck ( confirmed bachelgr, the adjectiveENDURCI is aMagn of BACHELOR,; a legit-
imate question arises about the component thaefds’ this modifier. BUENDURCI means here
(who wants to remain bacheJoand bears on the central componentlwdicheloy —on ( man) .
See the discussion of this case belowd.ih], p. 00, example (22b).

2.1.3.3 Criterion I.2b: Cooccurrence with quantifigs

The definition of L must explicitly reflect L's c@ourrence with quantifiers—especially

with plural markers and numerals.

Example

Consider four semantically related French nouns-ghbuspeaking, names of edible plants:
AlL ( garlic) , OIGNON( onion) , CAROTTE( carro) , CHOU ( cabbagg

Pluralization shows the first division between theme can sappporte-moi des oignor{Bring
me [a few] oniong/des carotteq [a few] carrot}/des choux [a few] cabbaggs but no des
ails < *desaulx ( [a few] garlicg . AL is pluralizable, but in a completely different serLes
ails < Les aulx du Mexique sont trés diversifits ( Mexican garlics are highly diversifigdthe
plural with AIL means only different sorts of ...) rather thar{ several units of .).. Moreover,
unlike the three other nounsL does not combine with numerals:

(7) French
a. Apporte-moi un trois> oignorx & /unec trois> carotte s /un<trois> chou x> !

( Bring me anx three onionx s /a<three carrot s //a<three cabbages !)
but
b. *Apporte-moi un aik trois ailaulx !lit. ( Bring me a three garlic s !)

The only way to say (7b) correctly is to use theuiter TETE ( head : Apporte-moi une téte
d’ail/ trois tétes d’ail( Bring me a head/three heads of garlic

Examples in (7) show that the four nouns cannaddfeed in the same waxiL ( gar-
lic) is (assaisonnementui..) =( seasoning that )., so thatalL is a substance, not a unit; Fr.
ASSAI-SONNEMENT. ( seasoning admits pluralization only with the meaniglifferent sorts of
...) and cannot be quantified by numerals, so thath@sentral component in the definition of
AlL, the semanteméseasoning will impose onAIL its own morphosyntactic behavior. (The

noun AlL hasanother sensg:domestic plant whose bulbs producet)ailsee below.pIGNON
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(onion) , CAROTTE ( carro) andcHou ( cabbagg in (7) can be tentatively defined éanité
de légume qui .). = (unit of vegetabl& that ..) .
However,0IGNON, CAROTTE andCHOU, in spite of their obvious semantic relatedness,
show differences in quantified contexts:
(8) a. manger de l'oignorx des oignons/< *de la carotte des carottelslu chou«< des
choux

lit. ( eat of the oniorx of.the onions/< of the carrot/of.the carrots/of.theabbage
< of.the

cabbages
b. aimer bien I'oignorx “les oignons/« la carotte les carottefe chouc leschoux
lit. ( [to] like the onion<the onions/«the carrot the carrots/the cabbagehe cab-
bages)

c. L’oignon < Les oignons /La carotte < Les carottes/Le chou< Les choux/L’ail
<*Les ails/aulx poussent> bien dans cette région
lit. ( The onion< The onions/The carrot« The carrots/The cabbage The cabbag-
es /The garlic grows well in this regiof .
The above differences force us to isolate, fomtiwmes of vegetables, the following three types of
lexicographic senses that correspond to examp)es(87:
1. ( Unit1 of vegetabl& U that ... [size, form, color, consistency, tastd, [= (7)]
2. ( Edible substanaeof U ...) [= (8a-b); this sense is also valid feL, since( season-
ing) =( edible substanadhat ..) ]
3. ( (Class of) plant(sj1 that produce(g)U ..) [=(8c)]
These definition schemata should be systematiegdplied to all vegetable names, in order to
distinguish different lexemes in a ‘vegetable’ Violea For each lexeme, the possibility of
pluralization has to be explicitly indicated: thém;, Type2 senses((edible substaneeof U ...) ):
OIGNON has both numbers, whileAROTTE has only the plural and is thus—in this sense—a
plurale tantum cHOU, on the contrary, is in this sense rathemgulare tantun{see (8b)).
Criterion 1.2b not only facilitates the differerti@n of the lexemes of a vocable, but also
helps choose the central, i.e., generic, compooktmat lexeme’s definition. Thus, in a Tyde
sense ((unit1 of vegetabla U that ...) ), the generic componefuniti) allows for the use of the

articleuN (@ with the corresponding lexeme, the pluralizatidnt,0oand its cooccurrence with
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numerals ne unit¢des unitéstrois unites.
2.1.3.4 Criterion I.2c: Cooccurrence with negation

“The definition of L must explicitly reflect the waycombines with negation.

In some cases the meaning of the expregsabi is not a simple negation ¢L) ; then,
a close analysis of the meaningnoft L can throw interesting light on the contents andattgan-
ization of the definition of L.

Example 1

As a first approximation, the definition of the mowiDowsa (characterization of the family status
of a woman) is formulated like this (adapted froBOCE Onling:
(9) a. X is a widow= ( X is a womam who has losther husbandand has not remarrigd.
NB: In John’s widow later married my brothare have a different LU-wDOw?2: X is the widow of Y
With the definition in (9a), the sentengbu is not a widowvould mean( Zhu is not a woman
who ...) . But in reality this sentence negates the faas Ih Zhu lost her husband and 2) has not
remarried, but affirms that Zhu is an adult womaecording to the meaning of (9a), Zhu cannot
be a male or a little girl. To reflect this propem the definition ofwibowzi, the component
(womar) must have a status different from that of the conemt( has losté her husbandand
has not remarrieq : only the latter can be negated, when we nega&ewtivle meanind wid-
ow) . More specifically,( woman is asemantic taxonomic restriction on a semantic actant
(its semantic type), which functions apr@supposition, while ( has losé her husbandand has
not remarried) constitutes thassertion. One of the ways to show the presupposed charaeicter
a semantic component in a verbal lexicographicnatédi is to put its expression into a modifier
position:
b. X is a widow= ( X, who is a woman has lost her husbandand has not remar-
riedy) .
The presuppositions can also be indicated in anvalgmt way: by the symbols “|[ ... ]|", put
around presuppositions:
( [[X being a woman]| X has lost her husbandand. has not remarriagl .

In this book the latter notation is used.

In the reformulated form of (9b), the definitionsemes the correct description of the
combination with negation:
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c. X is not a widow= ( |[X being a woman]| X has not lost her husbarndors has re-

married) .
Example 2

The verbPERMIT (= ( permit) , i.e.,~ ( say ye¥) represents a more complex case.
(10) Leok did not permit mgto goy to France
Firstly, X permitsto do Y only to Z who wants to do Y, and X musbknabout this
wish; sentence (10), in spite of negation, affitimst | wanted to go to France and that Leo knew
this. Therefore( X knows that Z wants to)Y is a presupposition in the meaningP@&RMIT.
Secondly, XpermitsZ to do Y only if Z is supposed not to do Y agaiX's will; and the
relation between X and Z that reflects this israféd in (10): again in spite of the negation, the
sentence affirms that Leo’s will is important foerm this respect. Therefore, a possible defini-
tion can read as follows:
X permits to do Y to Z ( |[Knowing'1 that Z want&L to d&1 Y, which Z i3 not supposéeda to
do™1 against X’s wilf3,]| X communicatesto Z that, according_tosome reasons
Z's doind1 Y is%3 not against X's wifl3) (cf. Wierzbicka 1987: 108-11%)
But this is not all as yet. Whil€ did not read/eat/sleep/ggic. are simple negation$ X
read/ate/slept/wenthe expressioiX did not permit to do Y to, According to the above defini-
tion, is not a negation of permitted to do Y to:Z

X permittedtodo Yto Z =~ (X communicated to Z that Z's doinfL Y is* not against X's

will %3)

VS.

X did not permit to do Y to Z ( X did not communicateto Z that Z's doinL Y is®3 not against
X's will %3)

In point of fact,
X did not permit to do Y to=Z( X communicatetito Z that Z's doindL Y is?3 against X's wilf3) ,
so that the negation that syntactically attachekeoverb bears semantically not on the central (=

generic) component of its meaning, but on an emégdmbmponen( be’3 not against X's
will 23) , giving ( not be’3 not againgt = ( be?3 against. But a negation bearing on an embedded
component of L's meaning rather than on the cewoimal represents a case of antonymy! We have
to conclude thatlo not permiis not a ‘normal’ syntactic negation, but an antargf PERMITy—

a separate LU of English. This has to be stateticitkpin the lexical entry fOPERMIT:

PERMITy1

ANt ot contrary ] : do not permit
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[Anti —'antonym’—is a lexical function, se&3below.]
2.1.4 The ECD Definition: General Characteristics

To round out the discussion of the definition i tBCD, two points must be addressed: 1) an
ECD-style definition of Lvs.a SemR of L 2.1.4.3; 2) internal structure of ECD definitions
(2.1.4.9.

2.1.4.1 ECD-style verbal definitionsss. SemRs of LUs

As mentioned above, the definition of an LU L inB@&D must in principle be L's SemR, i.e., a
semantic network with an indication of communicatsubareas (i.e., an indication of the divi-
sion of the meaning into subnetworks markeél¢me ~ Theme’, ‘ Given ~ New’, ‘ Focalized ~
Non-Focalized’, ‘ Presupposed ~ Asserted’, €tC.); however, actual ECD definitions are sants

or phrases in a natural language—they are verlshlia@ar. Thus, in an English ECD definitions
must be written in a ‘processed’ English, which iadergone many amputations and some addi-
tions, is subject to special constraints on itstayrand can violate the standard norms of
cooccurrence. Nevertheless, it is still a natiaafuage. There are two reasons for the use of ver-
bal formulations instead of semantic networks.

* The first reason is rather practical: greatervemmence and ease from the viewpoint of typog-
raphy and human users. Thus, in spite of proclaifregtiom from pedagogical and commercial
considerations, the ECD has to accept compromises.

» The second reason is more profound: in an En@liSB, a formulation of a definition in an
English-based semantic metalanguage is much maddyeccessible to the linguistic intuition
of speakers, including the lexicographer himséiis(tpoint was drawn to my attention by A.
Polguere; cf. Polguére 1992: 134-135). A descniptib a lexical meaning in the form of a net-
work, i.e., a ‘genuine’ SemR, is more explicit gordcise; it is well suited for logical analysist fo
ensuring consistency and for all similar formalmguter-like manipulations. Yet in order to
check the acceptability of a proposed substitutiba definition for an LU, a speaker has to use
the full strength of his linguistic intuition, arfdr this he needs a linear, language-like text lin
guistic intuition balks at technical formalisms.daese of this, ECD-type verbal definitions have
a very important role to play.

The verbal ECD-style definition of L and its copeading SemR must be equivalent
and in one-to-one correspondence. It would be itebhve in the ECD both types of representa-
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tions for the meaning of an LU: a network SemR anderbal definition, plus an algorithm for
transforming one into another. However, for theetibeing, this is still a dream.

2.1.4.2 Internal structure of ECD definitions

The structuring of an ECD definition involves, hetfirst place, at least the following four facets
of the definition: 1) communicative status of ittngponents, 2) logical status of its components,
3) different structural roles played by its compatse and 4) inheritance of semantic actants.
Communicative status of a component in an ECD d&fin

An ECD-type definition must reflect the differenbromunicative statusesf its components.
Thus, it explicitly indicates theresuppositions (between the symbols “|[ ... ]|"). A presuppo-
sition within a meaning remains affirmed under niegaof the whole meaninglack does not
help Mary to finish her studiestill implies that Mary is finishing (or at leaist trying to finish)
her studies, although Jack does not add his resstocMary’s efforts. A presupposition remains
unaffected by interrogation as well: in the questgJack helping Mary to finish her studietf2
proposition( Mary finishes (or tries to finish) her studiess not questioned but rather affirmed.
An ECD-type definition also indicates tltemmunicatively dominant node of the meaning
represented, and may indicate its division iRt@me (= Comment) vSTheme (= Topic), etc.,
not shown in our examples. Values of Sem-Communreatppositions and related notions have
been presented in Part I, Ch. 6, pff00

NB: On the distinction of different logical-communiic@ layers in ECD definitions, see, in particulApresjan
1980: 49%f. E. Padteva proposes ‘formatted definitions’ as the mainl tm lexicographic work; see
Padueva 2002 and 2004: 5&#5where four types of lexicographic parametersstoucturing the definitions
are put forward: taxonomic category of L (‘action’state’ ~ ...), semantic field (‘speech’ ~ ‘mensgat’ ~
...), set of semantic roles (‘Agent’ ~ ‘DirectionObstacle’ ~ ...), and taxonomic class of eacthefactants
(‘liquid’ ~’ ‘person’ ~ ...). For a general discusn of the problem, see lordanskaja & Melk 1990.

Logical status of a component in an ECD definition

In a different vein, a semantic components of acteyraphic definition can be a default compo-
nents: it is present in the given meaning, if noghin the context contradicts it, but can be easily
suppressed by a contradicting semantic elementarcontext—without giving rise to a contra-
diction. Such components are calledak; they are shown in a definition by parenthesesisTh
the meaning of the Russian vesbOzDAT’ ( be latg , as inJa opozdal na poezd was late for
the trair) , includes the componefin spite of X’s intentions: that is how the above Russian
sentence is to be understood. However, one cadesgro¢no opozdal na poez(l intentionally
was late for the trajn where the meaning ofarocno ( intentionally) neutralizes or suppresses



— Part V, Chapter 11. Explanatory CombinatorialtDicary — 49

this component (Zaliznjak 1987: 188 Typically, Russian masculine names of professiona-
tionalities, when in the singular, refer to a mdlaf in the plural cover both men and women.
Thus, consider the following case:

(11) Russian
a. POETmasc( person (of masculine sgxjvho writes poetry:

Ja a’en” cenju étogo po&g | appreciate this [male] poet very mgch
VS.
Ja a’en” cenju etix poetgv( | appreciate these poets [men and/or women] very

much) .

b. ISPANEGnasc( person (of masculine sgxwho belongs to the nationattpative of
Spain and whose mother tongue is Spgnish

Ja perepisyvajus” s odnim ispangg( correspond with a [male] Spaniard
VS.

Ja perepisyvajus” s neskol kimi ispancami

(I correspond with several Spaniards [men and/or @&gm

Here,( of masculine s&x is a weak component; it disappears in the plurbl¢chvis indicated by
the subscript,i” to the parentheses enclosing it. For more on weeskponents in lexicographic
definitions, see Note 22, p. 00. The derived fem@nhounsPOETESSAn (female poét and

ISPANKAfem ( female Spaniand refer exclusively to women.

Different structural roles played by the componamtasn ECD definition

Each semantic componep) within a definition of LU L plays one of the thresajor
roles with respect to the organization of the deéin. Roughly speaking, a componérm) can:

1) specify a fact about one or several semantemés{= SemAs] of L—a property or a state of
an actant, a relation between two actants of levemt in which actants are involved, etc.;

3) constitute a semantic taxonomic restriction o@etant of L;

4) modify another semantic component, restrainiagontent.

For instance, ilBAKEI .1a(( X causes that Y, which is rave bricksL or: pottery, hard-
ensa—by exposing Y to the actierof dry1o heaf2a in devica Z) ; see Subsectiof.1, p. 00), the
component( ... causesthat ... harderis..) expresses a complex relation between SemAs X and
Y, while the componentraw'2 bricksl or potterg) characterizes SemA Y taxonomically; this
characterization is necessary to block the usbetdxemeBAKEIl.1a to name, for instance, the
process of hardening a liquid substance by heéteagd making it boil. Taxonomic characteriza-

tion of a SemA can be overt, as shown above, oertoie., implicit in the decomposition of a
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component. Thus, iBAKEI.1b (( Y hardens being.baked.1a [by X] in Z)), SemA Y has no
overt semantic restrictions, but sirgeKEil .10 is defined by reference BAKEII .1a, in which Y is
overtly restricted to raw bricks and pottery, thestriction automatically carries over to X in
BAKEII1b.

Inheritance of Sem-Actants

A componen{ o) in the definition of L brings t¢ L) all of its own SemAs, which must be ex-
plicitly accounted for in the definition. For inst@e,BAKEI.2a (( X creates solich foocib Y from a
mixturet ...) ) includes( creata) ; the lexemecREATEL has three SemAsvho createsvhat from
what; as a resuliBAKEI.2ahas all of these three SemAs (which are represdytedriables X, Y
and W). Some of the inherited SemAs may of coutdéa realized: they are blocked, i.e., cease
to be variables. Thus, the meaning of the v@D8T, (asThis book cost him $3@resupposes a
‘sell/buy’ transaction, with four SemAX sells Y to Z for WHowever, the seller X is not ex-
pressible withcosT. This book cost him $3Qy *with John/from John*"" in the definition of
COSTy the corresponding participant is represented gnegc constant, shown in small capitals:
Y costs Z W= ( merchandise or serviceY is paidi for the sum W by person Z To THE

PERSON from whom Z is buyinfy Y)

Now, in order to close Subsecti@rl with a good illustration, here is yet another exam-
ple of an ECD-style definition: the English verbatemeHELP1.
X helpa Y to Z with We |[( Y making efforts trying'2 to d&f1 ors doingf1 Z,]| X useéL X's re-
sources W by adding W toY’s effortst, this causingthat doind1 Z be-

comes possiblé1 ors easieti for Y (, caused by X's wanting thi3) .

Theweak, or optional, componemt(, caused by X’s wanting thiﬁ) IS necessary to ac-

count for the possible use of the veidLP1 to refer to involuntary help: one can say, fotanse,
Benazir unknowingly helped Musharraf gain suppathin the army On the other hand, in the
sentenc&Vhole Foods staffers wholeheartedly helped a Igitein need the verbHELP1 refers of
course to a voluntary action of helping. The congmirunder discussion can be suppressed by an
explicit contradicting context (likeinwillingly or unknowingly; but without such a context, a

sentence withiELP1 is understood as implying that X’'s using W is aina¢diacilitating Z.
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The corresponding Sem-Representation appearslasdol

15 34 = 3 %
SO\ X Sl i
° o o ° / /1 2~ (or3
(X (v (z ( 2. 1 4
2y /
» o( possi-
1\*&/1 20<\>/

This is of course a specific lexical Lex-Sem-ruleftue type that were considered in Part IV,
Ch. 10,2.1.2 p. OGf.

Comments

1. The underscoring of a semantic component in aSS@émthis case( us€1) and( effort1) )
indicates that it constitutes the Comm-Dom-nodthefcorresponding Sem-Comme-area.

2. The semantic componefitause) represents non-agentive causation, ashia falling tree
(The bulle} killed the dog ( cause) stands for the agentive causatidohnkilled the dog

3. For simplicity’s sake, the Sema\of ( easiey (i.e.,( ... than it would be otherwi}é is not

shown.

2.2 The Government Pattern in the ECD

The zone of syntactic cooccurrence of the headwasdsubdivided in two parts: the description
of passive syntactic valence of L and the description @fctive syntactic valence of L.

L’'s passive syntactic valence is L's capacity tpeated syntactically on LUs of particular
types; in other words, it is the set of all classkekUs that can, in an appropriate context, subor-
dinate L. This set is specified in the ECD entnylfdoy giving L’s part of speech and all its syn-
tactic features. Since this information is very pticated, but less specific to an ECD—it is es-

sentially anchored in’s syntax—it will not be discussed here. In ordegive the reader a vague
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idea about passive syntactic valence of an LUmletmention only three relevant syntactic fea-
tures:

» The capacity of an adjective to be an adnomiradifrer or a copular attributive. Such an ad-
jective asiLL or WET [in the sense of wearing wet cloths] cannot be an adnominal modifier
(*an ill child, *a wet soldi€), while such an adjective asiICIENT or FORMERcannot be a copu-
lar attributive (*This language is ancigntThis minister is formér

* The capacity of an LU to be anteposed or postpasepite of the common property of the
corresponding part of speech: for instance, th@silpn NOTWITHSTANDING can be anteposed
or postposed to the noun it governs, and the atipogiGO can be only postposed to it; or the
conjunctionskSO AS TO or kSO THAT (together with their subordinate clause) can dolpw
the main clause.

* Being a patrticle, that is, depending only onitheediately following wordform and exclud-
ed from any coordination.

By contrast, L's active syntactic valence is intiglg related to the definition of L and
thus constitutes an important particularity of 8€D. L’s active syntactic valence is the set of
particular types of LUs whose presence on some tdwepresentation of the sentence containing
L is required by L's semantic nature, i.e., by thedinition of L. These LUs are L's semantic
actants [= SemAs(L)]; the expression of L's Semwshie text is described by Lgovernment
pattern. What is offered here is just a short sketchdietails on the government pattern, see Ch.
13, p. OGf.

L’'s government patterfe GP(L)] specifies, for each of L's SemAs X, Y, Z, ..., t@-
responding Deep-Syntactic actant [= DSyntAj), Ill, ... as follows: X< 1, Y < I, etc. For a
given pair(SemA(L), DSyntA(L), the GP(L) specifies:

« all surface-syntactic dependents of L, actardral non-actantial, that can realize in the text
the DSyntA under consideration;

« all surface-syntactic and/or morphological me@anexpressing the DSyntA in the text.
Formally, a GP is a rectangular matrix havingolumns (designated C), numbered with Roman
numerals: ¢ Cy, ..., with one column for each SemA, andows, numbered with Arabic numer-
als:1.1, 1.2, ..., with one row for each syntactic-morphologjiteeans of the Deep-Synt-actant sur-
face expression. Thusyg stands for “Column Ill, row 3” and specifies thByBt-expression “—

oblique-objectival » with N” (see the GP table fefELP1 on next page), which means that the SemA
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Z of HELP1 can be realized in the text by an Oblique Objeeirtathe form of awITH-phrase.
(For more on SemAs and SyntAs, see Ch. 12, {/.)00

As a rule, the form of a SSynt-Dependent is coredlavith its SSynt-role: a preposition-
al phrase is an Oblique Object, a ‘bare’ noun phrashe Subject (if it corresponds to DSymjA
or the Direct Object (if it corresponds to DSyntA, an adjectival phrase is a Modifier, etc. This
allows us in most cases not to indicate expliditly SSynt-role of the Dependent presented in a
GP. The corresponding indication is supplied onhewwe have to deal with an ambiguity.

For each DSyntA its optional/obligatory charactas lto be stated. The default case is
optionality, which is not marked. The obligatoryachcter of a DSyntA is indicated with the mark
“obligatory” in the corresponding column (see lexical entfedsBAKE in 5.1 below). By conven-
tion, the obligatory character of DSyntAs not marked in the GP for the languages suchngs E
lish, French, German, Russian, etc., since witimigefverb’s DSyntAl corresponds tthe Sub-
ject, which is always obligatory in these languages

The GP table is accompanied by numbered constrauhtish specify the cooccurrence
of L's different DSyntAs among themselves, and tbétsurface means for expressing the
DSyntAs, semantic and syntactic conditions of tlusie, etc. After these constraints some basic
examples of possible/impossible combinations ofdctantial dependents are given.

For example, the verBELP1 (as inJohn will help you to clean up the houbeas the fol-

lowing GP:
HELP1, verb
Government Pattern
X o | Y <1 Z <l W = IV
1. N 1. N 1. \pi | 1.with N
3. with N
4. with Ve
5. II’I Vger
6. PRER; N

1) Gz : (X being directly involved in ¥ [= ( X doing Z himself "

2) Cuz2 (X not being directly involved in ¥ [= ( X not doing Z himself, but providing some
resources to Y™

3)Cus :if Z =(travel/move fomethingin the directiorn) ,

then [l =L((a)) and C; = Cy 6] is possible
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[PRERy; stands for ‘directional prepositions and adverbgch asup, out, into, across therg ...;
L(( a) ) stands for ‘L expressing the meaning) . Constraint 3 means that, for instance, instead
of help Johrto climbup the stairsone can sagelp John up the staiis

4)Cyz4+ Cva :undesirable

Kathleen helped the old gentleman (to) finish hispprations{with his preparations/with pre-
paring his luggage With her advice, Kathleen helped me in assigtinegéroles to all argu-
ments. Kathleen helpabe boy (to) finish his studies with her generanarfcial assistanceShe
helped Jack out of his coéip the stairs with a hard kick in the bottory kicking him hard in
the botton.

Undesirable ?Kathleen helped Arthuwith his workwith her advice[by Constraint 4; correct

expression: either .in his work with her advicer ...with his work by advising hin

In the ECD the GP plays the same role as the sedpmaration frame in all descendants
of transformational generative grammar.

An LU may have two or more GPs, in which the sareem8s correspond to different
DSyntAs; the corresponding cases will be preseimté€zh. 13, p. 00.

2.3 Lexical Functions in the ECD

The Lexical Relations Zone of an ECD entry inclutbegcal functions [= LFs]; a detailed dis-
cussion of LFs is presented in Ch. 14, so that &dmeef characterization will suffice.

For a headword L, LFs describe what are known stitutionalizedexical relations of
L: L's semantic derivations and L’s restricted &dicooccurrence, i.e., L's collocations. Thus, in
the entry forBAKEI.2a (p. 00) it is indicated that the device people ¢gfly use to bake bread,

cakes, etc. in [5,""@

=Sinstloc ] IS called aroven and the person whose profession is baking
bread [=professional-S  1p] is abaker, OVEN andBAKER are semantic derivations BAKEI.2a.

If your baking is successful, you bake what youdtaka turn[= Ver], and a cake baked recently
[= Agrecently.Perf ] is fresh-baked BAKE TO A TURN and FRESH-BAKED are collocations of

BAKEI.2a. Both types of expressions are specified in eckbentry of an ECD by LFs.
2.3.1 Semantic Derivation

Derivation is a well-known linguistic phenomenoaxémeB is said tabe derived from lexeme

A, or to beA’s derivative, iff the signified ofB includes the signified oA and the semantic dif-
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ference(d) =(B) —(A) is expressed in languageby morphological means. Thusnokeris
derived fromsmoke, since( smokej o ( smoke) ((smokej = (person whesmokesregu-
larly) ) and the differencésmokej - ( smokey) = (person who ... regularlyis expressed
by a suffix:-er. The notion ofsemantic derivation is a generalization of derivation in the cur-

rent sense.
Definition 11.1: Semantic derivative of the LU A

The LUB is asemantic derivative of the LUA in languaged. iff it satisfies simultaneous-
ly Conditions 1 - 3:
1. The signified oB includes that oA (i.e.,B is lexicographically defined in terms Aj:
(Bo(A).

2. The semantic differen¢e®) between( B) and(A) [(d) =(B) —( A)]either (i)is
regular, i.e., appears between members of mamgalepairs ink [that is,( Bi) —( Aj)
=(90), wherei is sufficiently large], or (ii) is not regularubthen the elemer{td’)
that makes it irregular is negligible feutralizable in a some contexts), so that it lwan

ignored and the differen¢®) becomes regular.

3. In some cases, the semantic differgne is expressed in by morphological means.

Thus, baker is semantically (and morphologically) derived fraime verbbake.2a, because
(bake) = (person who bakesa professionally; blacksmithis semantically (but not morpho-
logically) derived from the verforge,, becausé blacksmit) = ( person who forges profession-
ally) . In the same veinterrestrial is semantically derived froraarth becausd terrestria) =
(related to earth, cf. ocean~ ocean+ig algebra~ algebra+ic, post~ post+al, etc. All ‘normal’
derivations are semantic derivations as well, mitthe other way around. As | already said, an
ECD takes upon itself to present all of the sencasiérivations of any headword L. (For more on

semantic derivation, see Ch. 142, p. 00).
2.3.2 Collocation

A collocation is a particular type of set phrase pbraseme; more specifically, one of a colloca-
tion’s components is selected by the speaker freatycording to its meaning and syntactic prop-
erties—while the other one is chosen as a funaifaine first. Let me start with a formal defini-
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tion (it is repeated, with detailed comments, in €8 4.2 Definition 16.10, p. 00; it is followed

by a typology of collocations).

Definition 11. 2: Collocation
A semantic phrasem&B =((S) ; /A/ 0 /Bl ;Z,g) of L is called acollocation of the LU

A iff it satisfies simultaneously Conditions 1-3 :
1. The signified oAB includes the signified ok as itssemantic pivot: ( A) is the argu-
ment of the differencé AB) - ( A) =(C).
[Formally:(S) =(A) O(C),suchthat (C) ((A)).]
2. A is selected by the Speaker unrestrictedly, nelependently oB—for its own signi-
fied (A) .
3. B is not selected freely—it is selected restrictedtya function oA.

The lexem@A is called théase of the collocatiorAB, andB is A’s collocate.

Examples (the collocation’s base is in small cag<) is the meaning expressed by the collo-
cate)

* do (*make [someonka FAVOR give(*deliver) [someonka LOOK, take(* seiz& a sTER be(*find
oneself in DESPAIR commit(* perform a BLUNDER ... [the collocate is dight, or support,
verb:= ( do) ; the meaning C) is (near-)empty];

* strong (*powerfu) correg, heavy (*weighty RAIN, BLUSH deeply/profusely* profoundly,
profoundly(* powerfullyy AFFECT, asSALIKE as two peas in a podas two drops of watgr...
[the collocate is amtensifier; the meaning C) = (very) , ( very mucl), ( completely ];

 respond (well) to @REATMENT, run into anAMBUSH, accept anNVvITATION, observe &ULE,
strike aLAND MINE, meet aREQUIREMENT, heed avARNING, ... [the collocate is aealization
verb; the meaning C) = (. do with/for L what is expected.

The meaning C) , which is expressed in a collocation restrictedily-expressed by
contingent omA—is associated with a lexical function, see beldte lexemeA, which keeps its
signified intact within the signified of the collatton and determines the expressiof Gj by B,
that is, the base of collocation, is the argumeriteyword, of the corresponding LF.

The MTT proposes to describe all semantic derivatiand all collocations of each LU L

in a systematic and exhaustive way: by means of LFs
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2.3.3 Lexical Function

Again, | will start with a definition.

Definition 11.3: Lexical Function

A correspondencethat associates a 9éL) of lexical units with an LU L is called dexi-
cal function [= LF] iff it satisfies either conditions1-3 or conditionl :
|.fis applicable to several LUs and:

1. Semantic homogeneity fff )
For any two different LUs Land L, if f(L1) andf(L,) both exist, then any Lo f(L1)

and Lo f(Ly) bear an (almost) identical relationship tpdnd L, respectively, as far

as their meaning and the DSynt-role are concerned:
L"yof(Ly) L oof(Ly)
L1 .
2. Maximality off(L)
For any two different LUs ly"and L5, if Ly o f(Ly) and L% o f(Ly), then L does not
stand td_, in the same relationship as; k6 L;:
L ;o f(L,) L oof(Ly)
- + - -~
L1 b

3. Phraseological characterfgf)
a) At least in some casf$.,) #f(L,); and

b) at least for somEL;) some elements &fL;) cannot be specified without mentioning
an individual LU L.

Il . f is applicable to only one LU L (or perhaps toa fe=mantically close LUS).

Being applicable to only one LU means, in itselfgstricted cooccurrence and thus phraseologi-

cal character.
L, which is the argument df is called thé&keyword of f, andf(L) = {L"} is f’s value.

An LF that is applicable to several LUs—satisfyidgnditions Al - A3—is calledior-
mal; an LF applicable to only one LU (or two or thieamantically close LUs)—satisfying Con-
dition B—isdegenerate. (Degenerate LFs are an extreme casenfstandard LFs, which will

be systematically presented in Ch. 241, p.0Gf).
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The definition of LF is taken up in Ch. 14 (p. 0O@hether major types of LFs are intro-
duced and discussed. Here | will limit myself tstjtwo examples.
Examples of LFs
1) The LF™Magn represents an intensifier:

Magn(ripostg = severe< crushing Magn(dea) = =as a post, stone-

Magn(Cryn) =loud < deafening Magn(strong =as a bull, as a horse

Magn(applaus¢ = loud < deafening, Magn(drunk) = dead, stone-as a lord, as
frenetic frenzied terrific a sailor, as a skunk

Magn(appreciat@ = deeply, greatly

Magn(sleep) = deeply heavily, like a log

Magn(apologiz@ = profusely

2) The LFOper; represents a semantically empty (or quasi-emptsh):\e light, orsupport,

verb such that its keyword (a predicative noun3 its DSyntAll (i.e., its first surface object, i.e.,
in most cases—its Direct Object; as its DSymtf= as its Syntactic Subjectper; takes the
DSyntA| of L; DSyntA 1l of L often, i.e., with some Ls, becomes DSymtAof Oper 1 (Some-
times it remains DSyntA of L). Cf. the representation of the sentedobn does me a favait

the DSynt-level:
Oper 1(FAVOR)
[e]

T
SN

JOHN FAVOR I

Operi(complain}) = lodge, makéART ~]  Oper;(talk) = give[ART ~]
Oper1(sigh) = heaveART ~] Operi(despai) = be[in ~]

Oper 1(flu) = have[the~] Oper 1(attentio) = pay[~]

Oper 1(order) = give[ART ~] Oper 1 (battle) = be lockedin ~]

For some LUs, especially those that refer to complgects having many and various
uses, the number of LFs of all types can be vegi.iVloreover, the meaning of the LU L can be
considered under different ‘facets,” such thataosheone, the same LFs can have different values.
To facilitate the presentation and retrieval of lifrsuch a case, the ECD uskematic group-
ings of LFs. Thus, the LF zone of the entry for the mauooD must be subdivided into the fol-

lowing thematic groupings:
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— Blood as physiological liquid (circulates in veinsred/white cells, vesselartery, clot,

)

— Blood as target of medical treatment (hematology hemophilia transfusion blood test

leukemiadonor, blood pressurgblood coagulation...)

— Blood as an element of injury (spill blood bleed blood oozesr spurts stop bleeding
scabh...)
— Blood as staining substance (bloody, blood-stainedblood-smearegpool of blood ...)

The nounsHiPalso requires thematic groupings in the LF zone:

— Ship as a means of navigation (sails, steamsplies the waters of ,Yputs into portdrops
anchor, lies at anchorweighs anchardisplacementdraught ...)

— Ship as a means of transportation (buy a passageo by shipcabin berth ...)

— Ship as object of a sea disaster (SOS mayday, capsizesuns agroungsinks life boat
life raft, life vest ...)

— Ship as a military unit (navy, naval battle send to the bottoncruiser, destroyer cor-

vette submarine...)
2.4 lllustrative Examples in the ECD

In an ECD, an example of the use of the headwasdd_full-fledged sentence containing L and
illustrating the descriptive claims made in thergatbout L's meaning and use; examples are, so
to speak, the linguistic flesh necessary to cokierformal skeleton of the LU that the lexico-
grapher presents. Although formally they are natessary, examples are of utmost importance
for the ECD: they constitute the final substantiatof the lexicographic description, while help-
ing the user to understand and to criticize it.rBgkes are not restricted to this special zone: ex-
amples also illustrate the government pattern anges(but by no means all) of the LFs. The ex-
amples in an ECD must meet the following two candg.

First, the examples cannot be uncritically borroviredh existing texts, even from good
authors. Good writers are good precisely becausg dtretch the capacities of word use beyond
what the linguistic system permits; they experimamd play with words. But ECD illustrations
must show minimadlifferences in meaning and cooccurrence, withoutdeluttered with un-
necessary, albeit interesting and/or beautiful aitbet Therefore, all the examples must be
screened by the lexicographer; in many cases they to be doctored. In the ECD approach, tex-
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tual research is an absolute must, but exampleslfoutexts should be gone through with a fine-
tooth comb and adapted, when necessary, to thdispexeds of each particular entry.

Second, along with positive examples (= samplesaofect use), an ECD also uses
negative—asterisked—ones, which are necessangtdyjthe restrictions the lexicographer sees
fit to introduce. A linguistic constraint rules ourtcorrect expressions, and to illustrate such a
constraint the incorrect expressions of the typeedaby it must be presented. Actually, the sys-
tematic introduction of asterisked expressionseggimate and unavoidable linguistic data has
revolutionized modern linguistics—thanks to Chomskgenerative-Transformational Grammar
school in 1960s. (Incidentally, the utility of néige examples in a dictionary was emphasized
more than 65 years ago by the Russian lexicogrdptterba (1940). Unfortunately, no one was
listening.)

Having presented a general characterization ofetkieal entries in an ECD, | will now
switch to a more detailed discussion of its macuastre (i.e., its vocables).

3 The ECD’s Macrostructure: An ECD’s Lexical Superentry

The discussion of the ECD’s super-entries, or viesalwill be carried out in two steps:
» Three basic notions, necessary for the discussidDEC’s super-entries: semantic bridge,
semantic field, and vocabl8.().

» Formal criteria for distinguishing the LUs withénvocable §.2).
3.1 Basic Notions for the Characterization of Lexial Super-entries

The lexical entries that constitute an ECDLadre logically linked to each other according to tw
axes: in a ‘horizontal’ dimension, LUs bfare grouped intgsemantic fields, and in a ‘vertical’
dimension, intorocables (which have been already mentioned on varioussioega). The ‘hori-
zontal’ link is exploited by the lexicographer oniynen the ECD is being developed; it is not di-
rectly reflected in the ECD’s organization. Thertieal’ link is likewise used at the development
stage, but it is also shown in the ECD’s actualcitire. Both axes are semantic in nature: the
LUs are grouped into semantic fields and vocabteshe basis of their semantic relatedness (to
be grouped into one vocable, the LUs must alsaufea common signifier: the stem of all their
wordforms). The central notion in this respechisgemantic bridge between two LUs, the con-
cept that was previously used several times, biltout a definition.
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Definition 11.4: Semantic Bridge

A semantic bridge between LUs Land L, is a Sem-configuratiofo+) that is shared by
the lexicographic definitions of;land L, and satisfies simultaneously Conditions 1 - 2:
1.( o+) constitutes a sufficiently important part of thesdinitions.

2.( o+) occupies a sufficiently central position in theledinitions.

Definition 11.4 is not precise enough—it remainglaar what exactly is required for a
common semantic component to be ‘sufficiently’ imtpat and which position is ‘sufficiently’
central in a lexicographic definition. This reflecof course, the insufficiency of our knowledge.
However, at least three points can be elaborated.

» There are some Sem-configurations that canndititote a semantic bridge by themselves—

they are too general and therefore too common. , Tthessemantemgcause) is present in the
meaning ofMURDERy (( X murders Y includes( X causes [that Y dies)) and in that of
CLEANy (( X cleans ¥ =~ (X causes that Y becomes clea); however, it is obvious that
MURDER, and CLEANy should not be considered as linked by a semanttgér Probably, it
would be possible to draw up a list of very gensghantemes which can never constitute by
themselves a semantic bridge between two LUs: ssdltause, 2), (acti, 2), ( happen, or
else taxonomic semantic labels such(atatg , (even), ( period, (substanck, (objec),
( person, etc., since these semantemes are semantic pesiir close enough to semantic prim-
itives. (General semantic labels are extremely ntgmd for an ECD: they are used in the defini-
tions in order to allow the linguist to treat LUg their semantic class, which is encoded by the
corresponding semantic label; see Polguére 200&t W&m saying here is only that several very
general semantic labels cannot represent semardgel.)

* What is important is not so much the absolute sizthe would-be semantic bridge, as how
big it is proportionally—i.e., how big is the paroccupies within the respective definition.

» The most central position in a definition is tEneric component (Y) : ( X) = (Y which
Z) . Although a semantic bridge is not necessarilyggngeric component, but if a semantic bridge
is the generic component it plays a very special @s we will immediately see.

A special type of semantic bridge should be meetier( as if it were ..) component,
used to represent a metaphorical semantic link dmtvtwo lexemes of the same vocable. Thus,

PIG2 = ( very untidy and unpleasant person—as if he werng® p(PIGL being( farm animal that
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...). Without the( as if ..) component there would be no semantic bridge betwez andPIG2,
and the two lexemes would not be put into the sameable. Three further examples:
BOILy5 = ( be in a very agitated state—as if X were boiling(He was boiling with rage
TON2 = ( very big quantity—as if X were a ton (He brought with him a ton of bogks

coLbs = (lacking normal human feelings and unfriendly—aX ivere cold) (He was as
cold as ice when he spgke

By way of a more detailed illustration, considee trocable tp] BAKE, given below in
5.1 Eleven lexicographic senses of the venlE, i.e., eleven LUs, are distinguished; all are put
together, to form one vocable. The reason isBA&E lexemes exhibit a semantic bridge: all of
them share an important semantic componédrtadse, 2 ... by the action of dry héat while
some of them share more. (Of course, the compdreznise, 2 ... by the action of dry héaineed
not be mentioned explicitly in every definition: mtay appear implicitly as a component of a
component; thus, IBAKEI.2b, ( dry hea} is implied viaBAKEI.2a.)

Now semantic field andvocable can be readily defined.

Definition 11.5: Semantic field

A semantic fieldF g, is the set {l} of all LUs that share the semantic bridge+) that
satisfies one of Conditions 1- 2:
1. either( o+) is the generic component in'é definition [the most common case)];
2) or (o+) is linked to the generic component by a Sem-corapbanderlying an LF
[the
less common case].

The semantic componeft+) is thesemantic field identifier. If ( o+) is not the ge-

neric componentc?"®) of (L), it can be related to th{so%"®) as, for example:

* An actant or a characteristic of an acta®n ( an artifact designed to write wjths a Sem-
actant ofwRITE, and therefor@ENbelongs taF writing,; SINGER( individual who singk is equally
a Sem-actant ING, so it belongs t® singing; CHOIR ( set of singers is also part oF singing -

* A place nameRESTAURANT ( establishment where people serve food to otherlpepap an
Sioc Of EAT; RESTAURANTthus belongs t8 eating.

* An ‘instrument’ namePILLOW, MATTRESS, BED SHEETetc.~ ( artifacts designed to be used

to sleep aresinsr S Of SLEER, the above nouriselong toF sieeping-
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* A ‘when’ name:DREAMS happen(when you are aslegp so DREAM also belongs to
F sedinfo-be-used-for namesLEEPING PILLSandLULLABY .

In other words, an LU belongs R, iff (o) is the generic component (L) or at
least( 0) is linked to the generic component(df) by a semantic relation that is more or less
regular. If this relation is not prominent enougftj then L does not belong B, . Thus,LEG of
my pants oFINGER of my glove do not belong tB nody parts: they only( covel) the respective
body part, and covel) is not a regular semantic relation in English.

As an example of a semantic field whose LU shagegimeric component of their defi-
nitions one can cite names of nationalities. TheNS@NGLISH, CHINESE, FRENCH, GERMANS
ITALIANS , RUSSIANS etc. all belong t& etnnic group; the definition of any such name contains the
semantemé nationalityy) as its generic componergtr(ationality) = ( citizenship ):

[the] ENGLISH: ( NATIONALITY 2 native of England and whose mother tongue is Emglis
[the] CHINESE ( NATIONALITY 2 native of China and whose mother tongue is Chineste.

LUs belonging to the same Sem-field because theg tiee same generic component al-
so tend to have definitions with the same gendrattire, as can be immediately seen from the
preceding example of nationalities.

The semantic field of sleepirfsieeping is different: it includes many LUs whose generic
components are not identical, for instance (theegercomponent is in small caps, and the se-
mantic bridge, which is here the semantic fielchideer, is in boldface):

BED1 ( PIECE OF FURNITUREIesigned for X teleepin)
SNORE. ( X, who issleeping PRODUCES NOISBvith X’s throa)
SLEEPY ([person X]FEELS NEEDto sleep

kWAKE UPI ( X CEASESto sleep

kALARM CLOCKI ( cLOCK designed to make an alert sound at a set momemtér to cause that
X ceases tasleep
The definitions of such members of the same Serd-tielnot of course have the same structure
of definitions, but still they might show certaiarpllelims.
Traditional dictionaries are, as a rule, compileclphabetic order of entries; ‘What let-
ter are you at now?’ is a typical question to afgssional lexicographer involved in the writing
of a dictionary. In sharp contrast to this, an Ei€[developed by semantic fields, and it is impos-
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sible to write it in any other way. Only this tedfume guarantees the homogeneous description of

all the LUs belonging to one semantic field.
Definition 11.6: Vocable

A vocable is the set {I} of LUs such that any two LUsil L, o {L;} satisfy simultaneously
Conditions 1- 2:

1. Ly and L, have the same signifier.

2. Lyand L, either have a semantic bridge or are linked blyaancof semantic bridges via

other LUs of the same vocable [for instanceahd L™ have a semantic bridge;) ,

L~ and L™ have a semantic bridge,) , and L"” and L have a semantic bridgeos) ].

Notation
The LUs that have the same signifier, but belondifi@rent vocables are distinguished

by right superscripts: for instance® £ L? ~ L°, as inPEN' = ( writing implemen} vs. PEN =
(female swah vs.PEN’= ( enclosure for anima)s vs. PEN' = ( penitentiary . These LUs are
homonyms of a special kind: namely, they are alsmmographs. Here are some more examples
of homographs: nounBENT" ~ ( regular payment by a teniint RENT? =~ ( breach, schisjn ~
RENT slang for( pareny; or DATE® ( sweet fruit .) ~ DATE? (indication of a time moment—
the name of the day, month, and year DATE® (romantic meeting of two peopleverbs Fr.
VOLER! ([to] fly) ~ VOLER? ([to] stea) . Such LUs share no important common semantic com-
ponents (= they have no semantic bridges).

Since an ECD is a dictionary that stores LUs inwhigten form, homographs that are
not homophones should be also distinguished byrsappts:ROW" ( objects arranged in a lipe
(/rd/) vs.ROW? ( noisy quarral (/ra’).

Different LUs of the same vocable are distinguisbgdexicographic numbers: Ro-
man and Arabic numbers and small Latin letters;iristance, Lia ~ Li.ib ~ Lu ~Ln ~Lia ~
Linb . The numbering of LUs within a vocable is doneadanction of semantic distance between
two LUs. The semantic distance between LYshd L, is measured by two parameters consid-
ered together:

—The size of the semantic bridge (= shared semantigponent) betweem land Ly: the bigger
the semantic bridge, the closerdnd Ly are.

—The regularity of the semantic distinctio®) between kL and L: the higher the number of

lexical pairs wher¢ d) appears, the closer Bnd L, are.
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An ECD uses thus four levels of lexicographic nursbe

* Numerical superscripts for homonymous LUs (wlbelong to different vocables).

The other lexicographic numbers are used to distafigthe LUs belonging to the same
vocable, which is thus polysemous; such LUs featusemantic bridge.

* Roman numbers distinguish LUs of the same vocablese semantic difference is not very
regular inL: verbsBAKE! (‘food’ BAKE: bread, potatoes) BAKEI (‘pottery’ BAKE: bricks, am-
phorae) BAKEII (‘weather'BAKE: We are baking in the cityAt the same time, Roman sense-
distinguishing numerals signal well-differentialedeme groupings.

 Arabic numbers distinguish LUs of the same voeatdhose semantic difference is relatively
regular inL: BAKE1.1 (= transform edible stuff by using hebfike potato@s~ BAKE1.2 (= create a
product by using healiake roll9; cf. boil potatoes- boil some stewfry potatoes- fry pancakes
cook meat- cook soupetc. Arabic numbers specify tighter lexical gymgs.

» Lowercase Latin letters distinguish LUs of thensavocable whose semantic bridge is really
important and whose semantic difference is regular BAKEI.1a (action:Bob baked the potato-
es in 30 minutgs- BAKEI.1b (processThe potatoes baked in 30 minytes

Note that Roman numbers are always used in caset@phor (but of course not exclu-
sively; cf.BAKEII VS.BAKEI-II), and Arabic numbers, in case of metonymy.

The use of three ranks of sense distinguishersirwdhvocable—rather than more or
fewer—is not motivated by theory: its justificatiosr simply that a three-fold division seems to
work in practice.

A vocable in an ECD corresponds to a polysemouy éntraditional dictionaries.
Comments on Def. 11.6
1. Condition 1

» The signifier of an LU L is either the signifiaf the (common) radical of all of its
wordforms and analytical form phrases (in the cddexemes) or the SSynt-tree of the phrase (in
the case of idioms). The signifier of the lexemeROVE.1a—in its written form—is the com-
mon string of letters, extracted fromnmproves improving improved, has been improvingtc.;
the signifier of the idiomSEE RED ( become very ang)y is the treeSEE-dir-obj — RED.

« Part-of-speecltonversion is a morphological expressive mearg: ook is formed from
[to] COOK by conversion, just a&VOK+ER is formed from o] SMOKE by suffixation’ Since the
suffix is part of the lexeme signifier, so mustthe part-of-speech conversion. Therefore, if the
signifier of SMOKER is smoker the signifier of 4] COOK is cooky. An important corollary of this
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is that ifSMOKERandSMOKEy belong to different vocables, so dooky andCOOky; at the same
time, the lexemesOOKy andCOOKy are by no means homonyms, since their signifisgdes-
tinct.

2. Condition 2
Any two LUs of the same vocable need not sharengas@c bridge: it is sufficient if they are
linked by a chain of semantic bridges. Supposarnd L, share a semantic bridges;) , but L,
and Ls share a semantic bridge;) (without sharing a;) , and( ci) # (0j) ). Then Ly and L,
are directly linked semantically, and so ageahd Lg; L; and L are semantically linked only indi-
rectly. That is what Condition 2 says: any two Lafshe same vocable are semantically linked—
at least indirectly.

3. Two LUs L and L, belonging to one vocable stand in the relatiopalysemy (the exam-
ple of the vocableMPROVE at the end of Subsectidn3 p. 00). There are two types of semantic
links within a vocable, and consequently two typepolysemy.

« If several LUs L each share one and the same semantic bfidgg¢ with the LU L, we

haveradial polysemy:

(O./ L2
o L3
<(0*E4

(O

L

L1

n
For instance, let { beHEAD 1a( human body pa)t then Lyis HEAD'1b ( animal body pajt, Lzis
HEAD'4 =~ ( person in charge (head of a bank L, is HEAD 10~ ( upper pait (head of a mush-
room/of a hamm@r and Ls is HEAD's = ( front par) (head of a convdy All these latteHEADS
are defined with a reference to the human headirbifarity of function or position; the semantic
bridge( o+) is ( [human] heatt) .

« If the LU L, shares the semantic bridge+;) with the LU L, L3 shares the semantic bridge
(o+)) with Ly, and Ly shares the semantic bridge+.) with Ls, etc., we havehain polyse-
my:

L1~ 0+) —Lo~ 0+) —Lso{ 0+i}- L= 0+) —L,

Thus, with the English nouBoDY we have three ‘parallel’ polysemy chains:
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* L; = BODY1a ( human bodyds opposed to the spul — L, = BODY3a ( group of humans
(large bodies of unemploygthhe semantic bridge with;L( humar) ) — L; =BODY3b ( organiza-
tion) (governing bodythe semantic bridge withpL( group of humans).

e L; =BODY1a ( human body — L, =BODY1b ( main part of the human bogdy (= (torso ;
the semantic bridge with;L( human body) — Ls = BODY4b ( main par} (the body of a plant/a
text the semantic bridge withyL( main par} ).

e L; =BODY1a ( human body — Lg =BODY2 ( dead person (the semantic bridge with;L
(human body)

Another example of chain polysemy; £ BUGI.1 (insec) , L, =BUGI.2 ( virus—as if it were a
bug.1) , andL3z =BuUGI ( error in a computer program—as if the error webai@.2) .

In actual practice, both types of polysemy areroftaund inside the same vocable, as
shown in the above example wibDY.

Now it is easy to formulate the essential diffeeebetween polysemy and homonymy.
Let there be LUs Land L, whose signifiers coincide: {L=/L,/, but the signified do nof:L;) #
(L2) . Then:

Iff (L;) and(Ly) are linked by a (chain of) semantic bridge(s)abd L, stand in a rela-
tion of polysemy; otherwise, they stand in a relationh@monymy.

As it must be clear now,;land L, that stand in a relation of polysemy belong to the
same vocable;1and L, that stand in a relation of homonymy belong to tiféerent vocables.

From a formal viewpoint, a vocable is a lexisalper-entry—a set of individual dic-
tionary entries brought together because of tresmantic and phonological relatedness. The use
of vocables in an ECD achieves three goals:

—It allows for important generalizations. Thus, thet of speech and many, if not all, mor-
phological characteristics accrue to all LUs ofagable and must be extracted from individual
entries in order to be associated directly withrtame of the vocable. In a similar way, some val-
ues of LFs can be shared by all LUs of the vocabid, they also can be extracted and ‘raised’ to
the vocable, to avoid tedious repetition.

—It reflects the intuition of the speakers, whogegeve different LUs of the same vocable as
belonging to one polysemous ‘word.’

—It allows for a greater compactness and bettereyability and thus presents obvious ad-
vantages for the user, who can better grasp thenooralities and differences between LUs.
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3.2 Criteria for the Delimitation of LUs within Vocables: Criteria of Type Il

3.2.1 Introductory Remarks

Delimiting (or separating) LUs within a vocable—j.distinguishing the lexicographic senses of
a polysemous word or of a polysemous set phrasenrasof the most difficult tasks that a lin-
guist encounters in dictionary-writing; the decigohe makes in this respect entail serious and
long-reaching consequences. The differentiatiowaid senses is in fact one of the central prob-
lems not only of lexicology and lexicography, blgceof theoretical semantics:

How should one distinguish, on the one hand, betvasebiguity and generality (= vague-
ness) of meaning of a lexical item, and, on thesotiand, in case of ambiguity, between
homonymy and polysemy?

(For special studies of the question, as well agfoch bibliography, see Dean 1988 and Tuggy
1993; in my view, the most important contributiamtbe topic is Wierzbicka 1996: 263

The task of sense discrimination cannot be consttiere in all its ramifications; | will
simply put more logical order into what has beeovm for quite a long time, but not systemati-
cally used.

The problem of the unity of a lexical item L ariselsen we perceive that L has different
uses that 1) denote two (or more) different clasgemntities/facts of the real world, but, at the
same time, 2) involve common configurations of set@aes. For instance, the verbINTy and
the noumAUNT are problematic. In (12PAINTy appears in either of the two possible senses:

(12) Alain painted the ceiling of the hall
a. painted = ( has coveredte ceilind with painj :
Alain carried out a renovation or refurbishing abam.
b. painted = ( has coveredte ceilind with artistic imagek:
Alain created a work of art on the ceiling.
[l ignore here a third, theoretically possible, s=rAlain painted an artistic image of the ceiljng.
In both uses the same semantic component is présgyly the paint.
In (13),AUNT can be understood even in three ways:
(13)This is my aunt Joan

a. aunt= ( a sister of the mothgr

b. aunt= ( a sister of the fathgr
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c. aunt= ( the wife of an uncle
In all three uses the same semantic component egppssster or wife of a brother of a parent

At first glance, examples (12) and (13) are pakraiteboth the uses of a lexical item—
PAINTy in (12) andAUNT in (13)—correspond to two, respectively, threeat#ht extralinguistic
realities, while these uses show semantic bridgess this mean that in (12) we have two LUs
PAINT and in (13) three LUSUNT? The answer is that there is no parallelism, hedd examples
represent two different cas@INTy in (12) is ambiguous and corresponds to two LRASNTy 1
andPAINTy2, that is, it manifests polysemy. BMUNT in (13) is not ambiguous, but vague: it rep-
resents one lexeme with a disjunctive definitiaaNT = ( a sister of the mother, or a sister of the
father, or the wife of an ungl¢. To solve such cases, that is, to distinguisicéitems of type
[to] PAINT from those of typ@uNT, Criteria of Type Il, or Criteria ll—for distingshing lexico-
graphic senses of a polysemous lexical item—arednted. They supply a formal frame to help
the linguist make a decision concerning LUs: gigelsuspect’ lexical item L, how many actual
LUs does it cover?

A ‘suspect’ lexical item is a lexical item L{... 01/0, ..) such that 1) L* has in its
meaning two mutually exclusive semantic componé¢mtg and( o,) that correspond to two
different real world entities/facts, but 2) alongihw( o;) and( o,), L* carries enough semantic
material to make it look like a single unit. Thene, intuitively, L* is a candidate for the status
of LU, but it may also turn out to ‘hide’ two diffent LUs. The problem resides exactly in the
semantic componen{o;) and( 0y) ; namely, we want to know which of the followindeaha-
tives is true:

a) Either(o1) and( o) are inside one lexicographic definition, relatgdthbe semanteme
(or3) . The unity of L* is upheld, so that L* is one sied-U L with a logical disjunction in its
meaning, i.e., with a disjunctive definition:(L..o; 01303 ...) .

b) Or(o01) and(o0,) belong to two lexicographic definitions; L* shoué split in two LUs
so that we haveil( ...0; ..) andLz(...02..).

To make the correct choice between a) and b), ii@ritemust be applied to any suspect

lexical item L*.
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3.2.2 Criterion 11.1: Differentiating Lexicographic Information

The hypothetical lexical entmyfor the suspect lexical item L* is, formally speadj a set of lexi-
cographic information unitik: 1 = {i,}. In an ideal case, ariyn1 is valid for any use of L*, inde-
pendently of the distinctiofo;) vs.( 0y) ; but in a less than ideal case, sdpaee true only if
L* is taken to mearf 0;) , but not( 0,) , or vice versaT hen the set can be partitioned in two
different subsetd,(( 01) ) andl,(( 02) ), the first being the lexicographic informatiorated to
the meaning 0;) , and the second—the lexicographic informationteelao the meaninQoy) .
Lexicographic information that constitutes a sulisfethe information in a hypothetical lexical
entry such that it is related to a particular megmithin the hypothetical definition rather than t
the whole of the definition is calledifferentiating lexicographic information.

The presence of differentiating lexicographic imi@tion is a strong indication that the
suspect item L* must be split into two LUs. Theeagth of this indication depends on at least
three factors:

* The relation between the subsk{so;) ) andi(( 02) ): the inclusion of one into another gives
the weakest indication, their intersection addggstrength, and if they are disjoint, the indica-
tion is the strongest.

* The number of information units in the differenibetween the subsets. If, for instance,
I1(( 01) ) andi(( o) ) differ by only one element—say, the noun(*. o;...) has only the sin-
gular, while the noun Lt ... 0,...) has both numbers, the indication is weak.

» The type of information units in the differencetlveen the subsets. If the differentiating in-
formation units are local—of the same type (sagytare all in declension or all in the GP), the
indication is weaker; if they are not local—somedeclension, some in lexical cooccurrence,
etc., the indication is stronger.

Unfortunately, | do not yet know how to compute theerall strength of the indication
supplied by differentiating lexicographic informati on the basis of the above parameters. As a
result, 1 simplify the picture and work just witlva values of the said indication: the presence/

absence of differentiating lexicographic informatidhe only allowance is as follows:

If 1(( 01) ) andi(( o) ) differ just by one element and this element isgimal, their differ-

ence is ignored.
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The formal differences in L*'s behavior that depesdthe( o;) vs.( 02) choice can
be found in four domains:
1) in morphological properties (e.g., differenti@tion patterns for different uses of L*);
2) in the government pattern (different means lier éxpression of actants with different uses
of L*);
3) in the lexical functions, and more specifically
3a) in semantic derivations (different derivatigossible for different L*'s uses);
3b) in collocates (different collocates for diffate.*'s uses).
These domains should be checked when applyingriontd.1, which can now be formulated:

Criterion 1.1

If  the semantic difference between two uses of Léagelated with subsets(( o1) )
and,(( oy) ) of differentiating lexicographic information wticshow more than one
formal difference,

then L* should be split in two LUs—(( 01) ) and Ly(( 62) ).

The idea behind Criterion 11.1 is obvious: if thensantic difference observed between
two uses of the suspect item L* is paralleled byes& formal differences in L*'s behavior, this
is a decisive argument in favor of splitting L*two LUs. If, however, this difference is not cor-
related at all to a formal difference, Criteriorlligives no recommendation and, as the default
case, we can keep L* as a single unit L. If theastio differenceis paralleled by only one for-
mal difference, the latter can be accommodatedinvidme single LU—by, so to speak, an
amendment to L’s lexical entry; Criterion 1.1 agaoes not say anything.

NB: In practice, one can be even more lenient armvathore than one formal differences to be disreggrd
especially if these are local. Everything dependgaod intuitive judgements.

Examples
The semantic difference in L* is not correlatedhaainy formal difference in L*'s behavior

This is the case ofUNT: taken in any of its three possible uses, thisnnoas the same
morphology, syntax and lexical cooccurrence; alisblunothing in its behavior points to the
choice of the denotation. Criterion 1.1 thus givesegative result: it does not prevent us from
upholding the unity of the lexemNT. (Criterion 1.2, introduced below, confirms thdecision:
see (20b), p. 00.)
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The semantic difference in L* is related to jusedarmal difference in L*'s behavior

(14) a. He wipedhis handswith a handkerchiefrubbing the handkerchief against hisnds.

VS.
b. He wipedhis handson his pantgrubbing his hands against the pjnts

The semantic difference consists in what is rubbgainst what; it is linked to just one formal

difference—different prepositions used to expréss ¢orresponding actants; there is no other

formal difference in the behavior @fiPE. Therefore, we are allowed to try a unified digjtive

definition:

X wipes Z with/on W = ( Person X removes liquid or dirt from Z by rubbingatyainst Zor3 Z
against W .

The GP ofwIPEy indicates which preposition corresponds to whiclvemeent; otherwise, there

are no other differences between the two usesi®g,. (Criterion 11.2 confirms the above deci-

sion:He wiped his hands with a new towel and his feeghemmai)

The semantic difference in L* is related to morantione formal differences in L*'s behavior

Consider the French vexeNDRE ( sell) used in the sense pprostitute oneself:

(15)a. Elle vendait ses faveuKses charmes, son coppsux matelots ivregaux touristes
étrangers, au premier vehu

lit. ( She was.selling her favofser charms, her boglyto drunken sailorgto foreign
tourists, to anybody .

Now, is this the same veRENDRE as that found in (15b), or a different lexeme?

b. lls vendaient des voitures d’occasidies services touristiques, les souscriptjons
aux gens du quartier

( They were.selling second-hand céurist services, subscription® the people
from the neighborhogd

The verbvENDRE, as illustrated by (15b), can be defined as fadlow
(16)a. X vend Y a Z pour W ( X gives to Z the right of permanent possessionnoéiatity
Y? or of obtaining service ¥—in exchange for money W
VENDRE in (15a) shows a semantic difference with respethis definition: the service®fs not
any service, but jugthaving sek; this semantic difference is correlated to a fdrore, name-

ly—for VENDRE in (15a) the actant Y must be lexically expredspé\oss.x FAVEURS (CHARMES,
CORPS.
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Had this been the only formal difference in the debr of the ‘prostitution’VENDRE
with respect to the ‘normal’ENDRE, it still could have been covered by the defimt{@6a), with
the above indication added to its GP. But thereodrer formal differences:

— la ventede ces voitures, de services touristiquestla ventede ses faveurs, de son corps
— la vendeusede ces voitures, des services touristiques*a vendeusale ses faveurs, de
son corps
— Elle lui a venduses voituresvs. *Elle lui a venduses faveurs
— Ses voituresnt été venduesrs. *Ses faveurent été vendues
Unlike ‘normal’ VENDRE, the ‘prostitution’VENDRE denotes exclusively an activity, but not an
action/an event; that is why it has neither plassé composeor a passive. All that leads us, in
conformity with Criterion I1.1, to splitting/ENDRE in (at least) two senses: one described by the
definition (16a) and the other, by (16b):
b. X vend Y a Z pour \W ( X gives to Z the right of obtaining from X sexuairgice Y in
exchange for money W
(Criterion 1.2 buttresses this decisiorElte vendait de vieux bouquins et g$aseurslit. ( She
was selling old books and her favors

Still another example, dealing with differencesderivation, can be useful. Take Fr.

ELEVER ( educate, breed, cultivateits two uses are illustrated in (17):
(17)a Toute sa vie, Jeanne a élevé des enfaHer whole life, Jeanne educated chilgren
Jeanne is a teacher in a daycare institugtayer~ ( educatg.
b. Toute sa vie, Jeanne a éleve des cocliétes whole life, Jeanne bred p)gs
Jeanne is a pig farme#tever~ ( breed .
In (17b) the verlELEVER has an action noufLEVAGE (Jeanne s’occupe d’élevage de cochians
( Jeanne does pig breedjngand an agent noUWELEVEUR/ELEVEUSE:Jeanne est éleveuse de co-
chons (Jeanne is a pig breeglerBut for (17a), these derivatives are impossitil@éeanne
s’occupe d'élevage d’enfaniis. ( Jeanne does child breedjngrJeanne est éleveuse d’enfants
lit. ( Jeanne is [a] child breedgr here suppletive lexical derivatives can be ugesITITUTEUR
(teache), kJARDINIERE D’ENFANTS ( daycare workgr, EDUCATION, FORMATION, etc.
Criterion 1.1 allows for the distinction of stéinother sense @iLEVER:
c. Toute sa vie, Jeanne a élevé dulvif Her whole life, Jeanne grew wine

Jeanne is a winegrower.
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Even if the agent noUBLEVEUR/ELEVEUSEde vinis possible with this sense, there is EnE-
VAGE de vin Criterion 1.2 also confirms the splitting éLEVER: *Toute sa vie, Jeanne a éleve
des chiens et des enfamt3oute sa vie, Jeanne a élevé du vin et des cochons

As far as the example witlo] PAINT is concerned (see (12), Criterion Il.1 recommends
the split:

* PAINT1, but notPAINT2, has an objectal-copredicative complemeuatirft the roomgreena
bright color); it has anSpy PAINTING1 and anSies ; PAINTWORK; it has a non-standard LF
REPAINT; etc.

* PAINT2, but notPAINT1, has a SemA representing the images, aaitophagugpainted
with Homeric scenesit has ans; ARTIST and twoS, PAINTING3 and PICTURE it has for its
SemA 4 suchexpressions as oils, in water colors it shows ‘alternations’ of the following
types: 1)paint Mr. Polguere~ paint the portrait of Mr. Polguérer 2)paint an old church=
(represent an old church on a picjurer ( cover the walls of an old church with paintipgst

has a semantic derivatieGiAND-PAINTED; etc.

XXi

3.2.3 Criterion 11.2: Unifying Cooccurrence (= theGreen-Apresjan Criterion)

A powerful means of testing the unity of a suspegical item L* (... 0i/0, ...)) is, roughly
speaking, coordination of two clause elementsdieaend on L and such that each of them is se-
mantically linked to a different one of its two samtic components that are being tested. If the
result is a normal sentence, this constitutescmgtrecommendation in favor of a single LU L; on
the contrary, nothing prevents us from splittingf the result is &eugma (a pun, i.e., a word-
play of a particular kind, as iBhetook a lover and a huge riskr in Physician: a person on
whom wesetour hopes when ill and our dogs when j&ll Bierce]).

More precisely, one has to distinguish two casasittvolve two different constructions,
as we will immmediately see in the formulation of @riterion.
Criterion 11.2

Let there be a suspect lexical item(L*. 0,/0,...) .

If it is possible to construct a sentence that msisifanifying cooccurrence for L*, so
that we have one of the following two cases:

1) either L*synt—[L" andL""], such tha{ L}~ synt«( 01) & (L")} syntH{ 0);
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or
2)L" (o1, (02) ) syn—L* (...01/02..),

then L* should not be split; as a result, we have oaesuine LU L with disjunction in its

definition: L(...0, 01307 ...) .
Examples
Case 1the lexemecooL, ( become cooler or copl[The gas cooled a bit but still was very
hot The cake should cool complefel sentence manifesting unifying cooccurrencedooLy
is, for instance, (18):
(18) The gas cooled first by only a few degrpe&’], and then completely= L™].

Case 2The French lexemBELLE-MERE meang mother of the spouse or the wife of the fa-
ther, who has replaced the deceased or divorcedemot ( mother-in-law or step-mothkry it
can be found in a sentence with unifying cooccureegiorBELLE-MERE:

(19) Mes[= L] deux belles-méres s’entendaient parfaitement
lit. ( My two mothers-in-law got along perfectly

Here are a few more examples to better show thkimgof Criterion 11.2.
(20) a. (i) BOMBARD ( drop bombs [ 03) ] or3 hurl heavy artillery shells [€0>) ]):
one verb or two?
The following sentence is perfectly OK:
(ii) In October 1944, Allied plands (L") ] and three British cruiserg= (L") ] bom-
barded the dykes in Walcheren, causing considerébeling.
Therefore BOMBARD is described as one lexeme—with a disjunctionsréfinition.

b. (i) For AUNT ( sister of the mother or the father or the wife ofumclg Criterion
[1.2 also requires one definition with disjunction:
(i) All my[= L] aunts were there—the older sister of my motherhhee sisters of

my father, and the pretty wife of Uncle Jim

c. (i) What about the French veFbAMBER ( blazg in the sentenceSon gosier flam-
bait lit. ( His throat was blazing [€burning ]) , Son visage flambait. ( His face
was blazing [ flaming) ]) , andSes yeux flambaiefmt ( His eyes were blazing

Criterion 11.2 does not give a precise answer fmse 1 (feeling of burning) with respect to
two other senses:
(i) *Son gosier et son visagses yeux flambaient.
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This means, however, that we are not forced teeuhise two meanings under the same defini-
tion. Now, for senses 2 and 8have an abnormally red coloringand ( have an abnormal
shing ) a sentence with unifying cooccurrence is possible

(i) Son visage et ses yeux flambaient de fievre
lit. ( His face and eyes were blazing with fever

Consequently, these two senses should be unitest oneé lexeme with disjunction in the defini-
tion (seeFLAMBERVILb in Mel'¢uk et al. 1988 [= DEC-2], contrasting WitfLAMBERV).

The Criterion of Unifying Cooccurrence is knownaala a different form—as theo so
Test (Lakoff & Ross 1976):
‘Do so’ Test
Let there be a suspect lexical item (*. 01/02 ...) ; N and N" are any semantically convenient

nouns and V, a convenient verb.

If it is possible to construct a grammatically carsamtence of the form
N V-es L*, and so does N’
in which the verb V semantically involvéss;) and the phrasso doesinvolves
(02),
then L* should not be split; as a result, we have okklLwith disjunction in its defini-

tion:L(...010130%..).

In a language that, unlike English, does not h&eeo soconstruction, one can use a
similar construction with a lexeme meanings wel) or (just a3 .

It is convenient to have at one’s disposal Critefia? in this form because in some cas-
es its application in the ‘classical’ form can bedied by unfavorable grammatical conditions. In
all cases analyzed until now, if both versions ofetion 11.2 apply, they give the same results:

(19) The gas cooled first only a few degr¢ed. "], and therdid socompletelyj=L"].
(217) a’. In October 1944, Allied plands (L") ] bombarded the dykes in Walcheren, and
so didthree British cruiser$= (L") ], causing considerable flooding

(217 c'. (iii) Fr. Son visage flambait de fievieut commeses yeux
lit. ( His face was blazing with fever, just as his eyesdw.

We will see thepO sOTest again in the next chapter: in a slightly défe version, it is
used there for differentiating between actantsarmiimstantials (Ch. 13, p. 00).
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3.2.4 A Comparison of Criteria II.1 and 11.2

Criterion 1I.1 is based on the structure and theteats of the hypothetical lexical entry for a sus-
pect lexical item L*, i.e., on lexicographic infoatmon that this entry supplies for L; this is an in
ternallexicographic criterion. It is aimed differentiating two lexicographic senses; when its
premise is satisfied, it gives the linguist a styamcentive to split the lexical item L* in two LUs

Criterion 11.2, on the contrary, is based on L*shavior in sentences; it is an external
lexicographic criterion. It is aimed ahiting two Sem-configurations inside one disjunctive def-
inition; when its premise is satisfied, it giveg tfinguist a strong incentive not to split the |a&p
lexical item L*.

Both criteria are valid only in ‘one direction:’ their premise satisfied. If it is not satis-
fied, they remain, strictly speaking, silent. (Haw@e perhaps we should consider the negative
result of a Criterion Il application as at leash#éd indication to the contrary?) The criteria must
concur: if Criterion 1.1 is positive (and requirdse splitting of L* into two LUs), Criterion I1.2
must be negative (that is, not require to keeputtigy of L*), and vice versa. In other words, Cri-
terion 1.1 and Criterion 1.2 should not contraidéach other. But what happens if they do? Crite-
rion 11.2 could seem stronger, since it is moreegbye: it checks the actual behavior of L* in the
text, while Criterion 1.1, being system-specifigncerns the coherence and elegance of the inter-
nal organization of the lexicographic descriptiblowever, given the purely functional nature of
Meaning-Text modeling in general, systemic consitiens play a crucial role in this approach.
Therefore, until enough factual data is availaltles not possible to pass a general judgment on
the comparative power of the two criteria. Yetsituseful to consider a particular case of their
conflict: two lexemes,BAKEI.1 and BAKEI2, which are distinguished in spite of the
recommendation of Criterion 1.2, see immediatesjol.

To conclude the discussion of LU-distinguishingesia, let us consider a presumed con-
flict of Criteria Il.1 and 11.2 and demonstrate ggccessful resolution. The French VERENDRE
(take in prendre un médicameftake a medication andprendre une biérét. ( take a begr
(prendreis here an element of the value of theRdal ;): one lexeme or two? In the first case, an
action noun existdq prise d’'un médicameptbut not in the second|é prise de biérge Howev-
er, this is the only formal divergence betweentthe uses, and under Criterion Il.1 we are al-
lowed to disregard it—i.e., to treat it in the gnfor a single lexeme as an exception. Criterion
[1.2 strongly recommends the unity PRENDREIN these contexts, since it is possible to Say
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prends trop de biére et de médicaments en mémes teriyou take too much beer and medica-
tion at the same timeor J'ai pris une aspirine et une biefie ( | took an aspirin and a bgerAs
the final result, we have om&®RENDREIN both cases, with a special constraint:
So = PRISE| Y is medication
However, the conflict resolution does not alwaymecso easily. Take the distinction of

‘potato’ BAKEI.1 vs. ‘bread’ BAKEI.2, proposed in the ECD sample5til it can in fact be ques-
tioned. English dictionaries do not draw this distion, and Criterion 11.2 recommends a unified
description:

(21) a. John bakes bread and cakes as well as potatoeteggmm and fish like a wizard

or
b. For dinner, I'll bake some potatoes and a fruitcake

Yet | believe that the distinction is valid and sltbbe maintained, following instead Criterion
I.1. There are significant differences in the GRd a the two sets of LFs for both lexemes; if
BAKEI.1 andBAKEI.2 were to be united under a disjunctive definitidre tesulting lexical entry
would be clearly separated in two disjoint partse éor the ‘potatoBAKEI.1, and another for the
‘bread’ BAKEI.2. (Conventional dictionaries escape from this peabkimply because they do not
supply all necessary lexicographic information. u$hCriterion 1.1 turns out to be stronger.

My guess is that some restrictions must be impaseriterion 1.2, although for the
time being | am not sure which ones. Perhaps thitdcbe a particular type of polysemy that is
allowed to violate Criterion 11.2? In this casegtpolysemy ‘transformation T of something’ ~
‘creation of a product by transformation T of sohmeg)’ would allow for the coordination of two
different lexicographic senses without producingeagma. Let it be stressed that the distinction
between Change-of-State Verbs (like the ‘potakEl.2) and Creation Verbs (like the ‘bread’
BAKEI.2) is in general very typical of English; cf., e.Bliller et al 1988: 202-208"

In any event, it is easier to lump together thadistinguish; should we be proven wrong
on the point of the sense distinction in questtbere will be fewer problems in merging the two
lexemes. Until some convincing argument one washerother comes to light | proceed on the

assumption that Criterion 1.1 can be given priority
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3.3 Organization of an ECD Super-entry [= Vocable]

In an ECD, a super-entry, orvacable, is a structured collection of entries each ofchhileals
with an LU. To briefly characterize the structufeao ECD super-entry, the following two points

have to be made: the vocable synopsis and theingdelr LUs within a vocable.
3.3.1 The Vocable Synopsis

A presentation of an ECD vocable begins with aroohictory synopsis: a table of contents of the
vocable, so to speak. The synopsis lists all the bUthe vocable in question—in the order in
which they are arrayed, identifying each one byuadated version of the definition and by an
example. (The truncated definition is supposedeaibderstandable, even if incomplete.) This
helps the user not only to find the lexeme he nesdser, but also to form a compact picture of
the vocable as a whole. (Such synopses are nobumkim traditional lexicography; for instance,
they are systematically employed nctionnaire du francais contemporaiend sporadically in
LDOCE 1978—e.g., undenAKE.)

The vocable synopsis has, strictly speaking, ncédyalue, but it is very useful for the
user and for the ECD lexicographer himself. (Thisme of the pedagogical concessions made by
the ECD.)

3.3.2 The Order of the LUs in a Vocable

The order of entries in a vocable is determinedhgylexicographic numbers assigned to LUSs,
that is, to word senses that constitute the voca#sas the habit in all conventional dictionaries,
the senses in an ECD are ordered in such a way &léct their semantic proximity. To illus-
trate this, we will consider the ordering of LUsthin the vocablBAKE, given in5.1, p. 0Gf; to
put it differently, | will explain the adopted numting of particulaBAKE lexemes.

1) BAKEL, 1, 1 are ordered in this way for the following reasons.

— In contemporary EnglisIBAKE is primarily a verb of cooking. This belief is bdseot
simply on frequency but on psycholinguistic salezna decontextualized senterideey are bak-
ing is likely to be understood as referring to coaksdstuffs rather than to bricks/pottery or swel-
tering sunbathers.

— ‘Pottery’ bakeis closer to ‘cookingbakethan is ‘sunbathingbake in fact, ‘pottery’bake
shares with ‘cookingbakethe semantic componeféenclosed spage which ‘sunbathingbake

does not.
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— Having made ‘cooking’bake BAKEI, we are forced into describing ‘potterigake as
BAKEI, and ‘sunbathingbake asBAKEII . The decision to put ‘cookindgiakeasBAKEI has the
additional advantage that it makes more perspicubesparallelism betweeBAKE and other
‘cooking’ verbs (such aROAST, FRY, BOIL or STEW)—all of which must have their ‘cooking’
lexemes first for the same reason.

2) Within BAKEI, ‘potato’ BAKE [= BAKEI.1] is ordered before ‘brea@dAKE [= BAKEI.2]. Tra-
ditionally, their difference is correctly describasl that between an affected-object verb (Causing-
Change-of-State Verb) and an effected-object veredtion Verb), cf. Atkinet al. 1988: 87,
Miller et al. 1988: 20¥. Lexicographically, this means thatBakE!.1 the food actant Y has the
same name it had before it was baked: e.g., a bp&tdo is still called a potato; whereas in
BAKEI.2 the food actant Y has the name it obtains onlyr dfeking: bread rather than baked
dough cakerather than baked batterThe affected-obje®AKEI.1 is semantically poorer than the
effected-objecBAKEI.2 because the former describes causing a changatefatthe same thing
while the latter describes causing a change oftloing into another. (That is wiBAKEI.2 has an
extra actant with respect BaKEI.1, namely the actant that corresponds to the crehied.)

3) Within BAKEI.1, 1.2 andil.1, the transitiveBAKEI.1a, I.2aandil.1a are orderetdefore the intran-
sitive BAKEL1b, 1.2b andil.1b, because the three transitiseBAKE are semantically simpler than
their intransitive counterpart§bake.1b) includes the componefibeing bakerha) , and so on.
(BAKEI.1 andBAKEI.2 are not completely symmetrical in this respea,s2 Item 1, p. 00.)

4) ‘Oven/kiln’ BAKE [= BAKEI.1c, 1.2candii.ic] are placed after the intransitiBaKEl.1b, 1.2b and
I.lb, because they are semantically even more remmteHAKE!.1a, 1.2a andil.1a: the instrument
of baking appears as their syntactic subject, bay tlescribe properties of this instrument rather
than actions/events. They constitute the ‘instrumlersenses of the action transitive verbs
BAKEI.1a, 1.2aandil.1a (see the discussion $6.2 p. 00; the fact that this phenomenon is not fully
predictable grammatically justifies our isolatimgs$e threBAKE as separate lexemes).

As a result of the ordering of LUs of a vocable, eitain thebasic LU of the vocable:
the LU that comes first because all the other Lthis vocable are, in a sense, ‘derived’ from it
—that is, they refer to it, one way or anothertHaBAKE vocable, the basic LU BAKEI.1a (the

‘potato’ transitiveBAKE).
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4 Principles for Compiling the ECD

All dictionaries try to be logical and consistentthe organization of their entries, in the setecti
of their lexical stock, in their presentation, ddawever, the ECD is probably the first dictionary
that raises up the logical rigor and consistencigsoérticles to the status of an absolute law. An
ECD lexicographer is obliged to stick to the polayzero tolerance towards violations of this
law, even if the consequence is additional compjeodi the description. The requirement of logi-
cal rigor and consistency can be expressed morergty in the form of the following nine
principles underlying the work of compiling an ECD:

» Formality Principle 4.1)

» Two Coherence Principled.Q)

» Two Uniform Treatment Principled.Q)

* Internal Exhaustivity Principle4.4)

» Two Maximal Generalization Principled.5

* No Regularly Produced LUs in the Lexicon Prineif.6)

The topics described by these principles have @rbaen touched upon, one way or an-

other, but it seems useful to review them in aesystic way.

4.1 Formality Principle

Anything stated within the framework of an ECDasrhal. This actually means that lexicograph-
ic descriptions in an ECD have the following twacddcteristics:
All lexicographic statement in an ECD must be

1) written in greestablished metalanguage
and
2) completely explicit.

Lexicographic metalanquages

An ECD-style lexicographic description is carriedt in a preestablished formal meta-
language—or, to be more precise, in several speethimetalanguages (dealing with semantics,
syntax, lexical cooccurrence, etc.). Of coursegalkting dictionaries use some kind of lexico-
graphic metalanguage, but as a rule, this metatagegis limited to morphology (declension and
conjugation types), as well as usage labglgere this is called for, a traditional dictionaigo

formalizes the presentation of the pronunciatiohofgetic transcription). With a few excep-
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tions™ the meaning, the syntactic behavior and espediadiyrestricted lexical cooccurrence of
the headword are not described by means of a praoid sufficiently rich metalanguage. In sharp
contrast, the ECD puts the emphasis on formal megalages sufficiently expressive to cover the
semantic description, i.e., the definition, of thead word L, its syntactic active valence descrip-
tion, i.e., L's government pattern, and the desnpof L's semantic derivations and restricted
lexical cooccurrence (lexical functions). All spded ECD metalanguages now in use are spec-
ified by strict formation rules; taken togethereyhallow the lexicographer to describe all ob-
served lexicographic phenomena.

Complete explicithess

An ECD-style lexicographic description is fully digit: nothing is left to the user’s intu-
ition. Thus, a French ECD cannot define the nmaeAzZINE as( usually illustrated periodical
publicatior) , as does PRO0O01: this definition is insufficient, it does ndistinguish magazines,
on the one hand, from illustrated newspapers amch@s, on the other hand. A magazine is dif-
ferent from an illustrated newspaper in that itggsare smaller and attached together (unlike
those of a newspaper); it is different from a revjeurnal in that it is designed to entertain (cf.
*magazine mathématigyenathematical magazihevs. revue mathématiquemathematical re-
view) ). These two defining features of magazines—booki& and entertaining character —
must be made explicit in an ECD definition:

Fr. MAGAZINE _
magazine au sujet de Y pourZ( (illustratedf" periodical designed to entertain the public Z,

(dedicated to subject Y) and having large book firmith soft cov-

ern .
We can observe here the necessity of variablesdandefinition, SinCBMAGAZINE is a quasi-
predicate: although it denotes a physical obj¢stsignified presupposes semantic arguments, or
Sem-actants. Once these are introduced, we hapetify the possible ways of expressing them:

L((Y) ) = politique, sportif, de cinéma *cinématographique, de théatre *théatrab , humo-
ri-stique, de mots croisés..

L(( 2) ) =feminin/pour femmegour enfantspour les jeunes..
Of course, the statements about the expressidmecbém-actants must be presented in a special
formal metalanguage—in a GP, 2 p. 0Gf.
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The reader thus can see to what extent the regaimeaf complete explicitness is pro-
ductive: it pushes the linguist to find and presautbstantial amounts of information that other-

wise may escape his attention.
4.2 Coherence Principles

The ECD aims at complete coherence in two aspects:
— between the elements of a lexical entry, thateberence inside an LU’s description;
— between semantically related lexical entriest ihyacoherence inside a semantic field.

Consequently, the lexicographer must follow twoeramce principles.
4.2.1 Lexical Unit Internal Coherence Principle

Logical rigor at the level of the microstructuretbé dictionary (= within a particular lexical en-
try) entails the following principle:

In an ECD lexical entry, the semantic, syntactid anoccurrence descriptions of the head

LU L should be in complete agreement.

By ‘agreement’ are understood here mutual corredpoaces, explicitly indicated, be-
tween semantic components in the definition oft§,actantial syntactic dependents (that is, L's
Deep-Syntactic actants) and its semantic derivataond restricted lexical cooccurrents. The prob-
lem of correspondences between the meaning of Litargyntactic actantial pattern has been ac-
tively explored in linguistics, where it is knows lanking (see, e.g., Levin & Rappaport 1995 and
2005). However, lexicography has not incorporateahynvaluable ideas and findings of these
studies. The situation is even worse as far agspondences between the meaning of L and its
restricted lexical cooccurrence are concerned: #reynot studied in linguistics and completely
ignored in conventional dictionaries.

To clarify the idea of internal ‘agreement’ in a@E entry, let us consider an example of
links between L's meaning and its lexical cooccutse The French nOUDELIBATAIREy (mascu-
line gender) can be tentatively defined as follows:
CELIBATAIRE N(masc)( bacheloy o ( mart who i3 not and has nevebeeris married) .
The definition is quite OK, except that it does aotount for two restricted lexical cooccurrents:
the adjectiveyIEUX ( old) andeENDURCI( hardenell.

The first problem with these adjectives is thaytapply to men only, although the noun
CELIBATAIREy used in the feminine gend&Y,can refer to a woman:
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(22) a. Cette célibataire de 36 ans dirige trois ateliers

( This single woman of 36 manages three workshops

vieux célibataire vieux célibataire
i iad * i Ve Ll - -
b. Pierre est u célibataire endurcil* Marie est un célibataire endurci

old bachelor old bachelor
(Pierreis {confirmed bachelz}r) .~ *(Marie is confirmed bachel r) .

The solution here is straightforwai@ELIBATAIRE ngem) iS @ different lexeme, and both of the col-
locates above must be mentioned in the entryCEMBATAIRE nmasc)ONly. (For a discussion of
the masculine ~ feminine noun pairs in French tisrént lexemes, see Mélik 2000.)

The second problem is that these adjectivespareeived as intensifiergieux céliba-
taire, célibataire endurck ( very bachelor. But the above definition @fELIBATAIRE N(masc)dO€s
not have a component ready to accept the inteasdit. Thus,vieux intensifies the period of
time during which X has remaineélibataire but there is no time component in the definitibn.
is even worse foendurci what is characterized lfyery) when you sagélibataire endur@

The LU Coherence Principle does not allow us teshrthis problem aside; something
must be done about it. Logically, two solutions possible.

* Solution I: we introduce still another lexen®&ELIBATAIREnmascp, Whosedefinition is adapt-
ed to the two adjectives. Namely, it could be dieves:
( man who i€3 not and has nevebeeris married for a considerable period of time and
who wants to b not married)
The formation of a feminine counterpart would netdllowed forCELIBATAIRE nmascp- The ad-
jectivesVIEUX and ENDURCI will be compatible WithCELIBATAIREnmascg Only; the component
(for a considerable period of timewill accept the intensification byieux,and the component
(wan) will accept that byendurci However, this solution is flawed, since the n@fLIBA-
TAIREnmasc) Itself, that is, when it is taken alone, does cantrythe above meaningentences
(23) constitute a proof of this:
(23)a. "Pierre ne I'épousera jamais, c’est un célibataire
( Pierre will never marry her, he is a bachglor
b. Pierre a été le célibataire le plus convoité, madsr trés peu de temps — il a épousé
Marie presque tout de suite
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( Pierre was the most coveted bachelor, but for g sleort time—he married Mary
almost immediately.
c. Vrai, c’'est encore un célibataire, mais il est adéegherche d’une épouse
(T rue, he is still a bachelor, but he is lookingdowife) .
Note also thaCELIBATAIRENmasc)iS Used as a technic@rm to describe the family status of a
man.

We are forced to conclude thaELIBATAIREnmasc) dO€S not contain the semantic com-
ponentq for a considerable period of tilheand( ... who wants to remain unmarrjedlhe adjec-
tives VIEUX andENDURCI cannot thus be simple intensifiers @ELIBATAIREnmasc)that bear se-
mantically on some components within its definifim@cause the latter does not have compo-
nents to be intensified. As a result, Solution listhbe preferred.

* Solution II: we keep one lexenGELIBATAIRENmasc) @nd describe the two adjectives under

discussion in its lexical entry as follows:

Magniime, ..., . vieux [antepos
who wants to remain C ., Magnpwant] : endurci postpos
Comments
1. The superscriptt'me” with the name of the LImagn indicates the semantic nuance: it is the

time of being a bachelor that is intensified; theseript {has veen] identifies the semantic com-

ponent in the definition oEELIBATAIRENmasc) that accepts the intensification. For superscripts
which specify semantic subtypes of LFs, see Ch61142 p. 00.

2. The vertical bar “ | ” separates the LU presemte@dn element of the value of the LF from
the conditions of its use.

3. The abbreviationsahtepo¥“ postpo8 specify the obligatory anteposition/ postpositiminthe

adjective: télibataire vieux*endurci célibataire
ForVIEUX, we use the standard Wfagn supplied with a superscript and a subscript. The

superscript “me indicates explicitly that what is intensified @uration; and the subscript
“I'has been] INdicates the duration of what is meant. The lteisuthat an ECD explicitly specifies
that this collocation denotes a man who is not imdmnd has never been, for a long time.

For ENDURCI, a different technique is used: a mixed LF—witham-standard part that
indicates the additional meaningwanting to remain unmarrig¢gl. Under this description, the
componen{ wanting to remain bachelpiis part of the meaning of the adject®eDURCI.
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Interestingly, the things are different with thesRian equivalents ailibataire endurci
ubezdénnyijt. ( convinced , zakorenelyjit. ( well-rooted xolostjak( bacheloy . What is crucial,
the nounxOLOSTJAK cannot be used in Russian to describe the fartalys in a neutral way,
that is, e.g., in an official document: for thiguyhave to use the adjectixeLOST ( single or
NEZENAT (unmarried. Therefore, its definition is different from thabf French
CELIBATAIRE N(masc)

Rus.XOLOSTJAK ( bacheloy : ( man who i3 not and has nevebeers married (and who &
accustomeslto and wants to continue beindgs unmarried))

With such a definitionzZAKORENELYJandUBEZDENNYJ are obvious intensifiers: the first intensi-

fies the componertaccustomedtd]) , and the second, the componémtan)) . Both adjectives

are elements of the value of the standardikgn, but for each of them the targeted component of

the definition must be indicated:

Magnpaccustomed’] . zakorenelyj ([ very accustomed to being unmarpié¢d

Magnwant] . ubezdénnyj([seriously wanting to continue unmarrjdd

Another adjective that often combines WlbLOSTJAK is STARYJ( old) ; it is also an element of

Magn, but it intensifies the period of time during whiX has not been married, which can be pre-

sented in the same way as in French:

Magr%LTsebeen.] . staryj [ having been unmarried for a long tijije

These examples show to what extent the restrieeiddl cooccurrence of L must be
‘dovetailed’ with its definition.

Other LUs may require still other treatment. Reitugrto French, let us consider the col-
location un] grand blessé [a] seriously injured.persgn The meaning of the adjecti@RAND lit.
(‘big) in this expression should not be described the saayewe proposed foriIEux andEN-
DURCI with CELIBATAIREN. The expressiorgrand blessémeans( living injured person [=
bless@] whose wound [blessurg harmg1 his health very mudh the semantic contribution of
the adjectiveGRAND is just( much = (very), the rest—[injury] harms1 his health —being
part of the definition of the nouBLESSURE( injury, wound , which is part of the definition of
BLESSE\:

BLESSE a ( living™1 person who ha&a oné1 ors moré' injuriest [= blessure(g) .
(The component living) is necessary since a cadaver with even the wojsties cannot be
calledun blessé
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The adjectivesRAND is here a real intensifier, so that the curreninitésn of BLESSURE
(injury) —( visible lesion inflicted on the tissues of a livingeing by an external agént
[adapted from PR 2001]—has to be modified. Thediia of Internal Coherence requires us to
include in this definition a component capable eing intensified( ... and which harnis the

health of the being The resulting definition aBLESSURE( injury) then reads as follow&"

BLESSURE
blessure de X par ¥ (visiblet lesion which has been inflicted on the tissues the living't

beings X by an externalagens Y and which harnfs the health of X) .
(A cadaver can have mabjessuresyet they must have been inflicted on a livingige)

The intensifiable componeifffto] harnf1) allows us to account, in a natural and sys-
tematic way, for the collocates B£ESSUREsuch as ljlessurg grave ( grave , sérieuse( seri-
ous , mortelle( mortal) , légérelit. (light) = ( minor), ... This component, inherited IBy ESSE
(noun or adjective), accounts for the collocatetheflatter.grand blessg déja mentionné, ainsi
que bless@ grave (grave vs. blessq léger (light), grievement( seriously /gravementlit.
(gravely blessg vs.légerement lightly) blessg, etc.

In the entry foiBLESSEy, the adjectivesRAND appears as an element of the value of the
standard LFvagn, with the indication that it intensifies the corment( [to] harnts) :

Magnyharm : grand pntepos

To sum up: The Internal Coherence Principle reguilnat within a lexical entry all ele-
ments be ‘well tuned’ to each other; it does nlmvalus to have cooccurrents that do not perfectly
fit the definition. (A discussion of this problemfound in lordanskaja & Polguére 2005.)

As we have seen, simultaneous and comparative gsinceof semantic, syntactic and
lexical-cooccurrence data, driven by the questtirerence, gives interesting results concerning
all three types of lexicographic information. Sommets, the lexicographer has to change the start-
ing definition—such is the case for the French nBLESSUREIn our example. In other cases, he
chooses to change the description of particulacaawents by particular LFs; we have done so
for VIEUX and ENDURCI (in the entry for CELIBATAIREnmasc), and for UBEZDENNYJ and
ZAKORENELYJ (in the entry fOIXOLOSTJAK).

Of course an ECD lexicographer has to deal withyr@mpletely different and more
complex cases—for instance, the correspondenceebatitie definition of L and the inventory of
L’s syntactic actants. Thus, consider the wWwwHITE. One writes necessarily in a language; there-
fore, the semanten(danguagg must appear in the definition @fRITE. The denomination of a
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language that modifies the vewRITE in a sentence must then be considered the expnessi
one of L's semantic actants (and, consequently syntactic actant). Now, the genuine actants
feature a rather idiomatic, constrained behaviot the phrase of the type Englishwith WRITE

is absolutely regular and is used with n o constr@he submitted her thesis in Frenkte gives
his classes in Hebreviieo made his declaration of love in excellent Catpl The question aris-
es as to whetha@N ENGLISH, IN FRENCH, etc. are really expressions of a SemAMWHITE. Ac-
cording to the definition of semantic actant (Ch,3.4.1 p. 0Gf), they are: they are syntactic ex-
pressions of a SemA. However, in order to be aertae have to develop numerous lexical en-
tries—for dozens of verbs related WRITE (EXPOUND, PRESENT DESCRIBE ...), as well as for
the phrases of the formi X (where X is a language name). For the time hding better to re-
main faithful to our principles, that is, to givesalute priority to the logic and to the available
definitions; we will consider that the language eai® a Sem-actant of the venRrITE and its

semantic relatives.
4.2.2 Semantic Field Coherence (= Lexical Inheritase) Principle

The communicatively dominant node of the lexicopiapmlefinition of an LU L is the semanteme
of another LU L"; as a rule, L ‘inherits’ not ortlye semantic properties of L, but also its syntac-
tic and lexical-cooccurrence properties (at leastime extent). This phenomenon, knowteas

ical inheritance (Mel’¢uk & Wanner 1996), is captured by the followingngiple:

In an ECD, LU L’s entry should be in complete agneat with the entry for L that ex-
presses the communicatively dominant node in tfieitden of L.

This principle forces the lexicographer to systecadly check that all Sem- and DSynt-
actants of L™ are inherited by L. This does notafirse mean that L must necessarily feature all
the Sem-/DSynt-actants of L" separately: some @ftlcan coincide with L's own Sem-/DSynt-
actants, or become blocked (i.e., turned into genesnstants). Then the restricted lexical
cooccurrence of L should be systematically comp#&weatiat of L": much of it can be also inherit-
ed. Although the inheritance of the values of LEsms to be not very consistent and regular (cf.
again the results of M&luk & Wanner 1996), an ECD lexicographer is suppdsego through
all semantic derivations and collocations of Lhezmonize them with what L has.

4.3 Uniform Treatment Principles

Uniform treatment of lexical material is requiredan ECD in two respects:
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— for all LUs within the same semantic field; and
— for all vocables within the same lexical field.

Let us consider them in turn.
4.3.1 Lexical Unit Uniform Treatment Principle

In an ECD, descriptions of semantically related Lhisst be carried out in the same—or at least
in a parallel—way. For instance, the entries foUMBMAGAZINE, REVIEW, JOURNAL and
NEWSPAPERMuUSt be in agreement as to the content and os@#mzof lexicographic data sup-
plied, while any manifestation of disagreement teabe explained and justified. (Otherwise, a

disagreement reflects a mistake.) This requirenseexpressed as follows:

All LUs belonging to the same semantic field mustdescribed in a similar way—to the
extent that language allows.

In spite of its obvious character this principlenst properly observed in existing dic-
tionaries™" Consider, as an illustration, the description afionality names irPetit Robert=
PR] 2001.

— [un] ALLEMAND ( [a] Germar) has no special entry; however, the entry for tthecive
ALLEMAND contains a division marked enigmatically as follo@sN. Les Allemand$note the
plural'—IM]; no definition is proposed, nor is tidication of the feminine given.

— [un] CHINOIS ([a] Chinesé is defined [sensH.1] as( person living in or being native of
Ching , which is obviously false (there are many forergnieving in China); note the singular
here. The feminine, on the contrary, is preseniad:Chinoise

— [un] ESPAGNOL( [a] Spaniard also has a special entry [serZsender the adjectivESPA-
GNoL], but without any information in it; it is also ime singular; the feminine is indicated in a
strange wayun, une Espagnolevhich is, strictly speaking, incorrectufi Espagnole

— [un] FRANCAIS ( [a] Frenchmaly is defined [sensg] in the singular a¢ person of French
nationality) , which is again inaccuraten Francaisshould be defined gsperson of French na-
tionality oF MASCULINE SEX (a woman cannot be callesh Francaig. But the indication of the
feminine is this time correctin Francais une Francaise

— [un] RUSSE( [a] Russian has an entry, which is empty: it contains neitthefinition nor

indication of the feminine.
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There is no point in continuing with such exampleseems that PR 2001 does not have
two nationality names with fully parallel descrigots. But in an ECD such treatment is unthinka-
ble: all nationality names should be describedimdantical way. More specifically, they must be
described in the plurgl™ with the reference to the corresponding geographptace and the
mother tongue, for instance:

[led ALLEMANDS : ( nationality native to Germanywhose mother tongue is Geyman
[led CHINOIS . ( nationality native to China  whose mother tongue is Chihese
[led ESPAGNOLS : ( nationality native to Spain  whose mother tongue is Spanish
[led FRANCAIS : ( nationality native to France whose mother tongue is French

[led RUSSES - ( nationality native to Russia whose mother tongue is Rusian

For each nationality name, the masculine and theniee forms should be indicated in
the same explicit way, for instanae Allemangdune Allemandeun Chinois une Chinoisgetc.

This is no more than a rough sketch: we have yatefine the termg nationality) ,

( native [of N) and( mother tongue.*™ In addition, our definition schema does not foeese
non-prototypical cases: for instance, how to descai Chinese born in France to Chinese parents,
but who does not speak a word of Chinese? Or abdewin Russia? The idea is simply to show

how one can ensure the uniformatythe lexicographic descriptions of related LUamECD.

N: The requirement of uniformity of LU lexicograptdescriptions does not mean that related LUs should be
described in an absolutely identical way. Thisfi€@urse impossible: thus, the noues| SUISSEScannot
be defined as(*nationality native of Switzerland ).; the good definition in this case is] SUISSE ( male
person native to [or: citizen of?] SwitzerlgndSimilarly, the nounlgs BERBEREShas to be defined as
( nationalityy whose mother tongue is Berpgwithout specifying the country of origin or maybgecifying
just the geographical area—in this case, Northefric#), etc. The Lexical Unit Uniform Treatment
Principle imposes uniformity only where it is pddsiand based in linguistic reality.

It is clear that only compiling a dictionary by samtic fields can guarantee the validity
of the LU Uniform Treatment Principle. Even if theal product—a printed ECD—uses an al-
phabetical arrangement of entries, this is no rniwa@ a concession to the convenience of consul-
tation. An ECD is a dictionary based on semanétdf, and the concept of the semantic field en-
tails the obligation, on the part of an ECD lexiagher, to determine, for each semantic field
Femprocessed, thgeneralized schema, or standard format, for lexicographic descriptadrithe
LUs belonging toge". For ethnic groups, considered above, such a sctifemthe definition
could resemble the following:

Fr. les L(nationamﬁ)-sz ( nationality native of the country ... and whose mother torigug)
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Using general schemas is of course not limitechéléxicographic definition: general-
ized schemas are valid for all parts of a lexicaiye(in particular, for the government pattern and
lexical functions). Such schemas belong to thectayiaphic metalanguages we have been dis-

cussing above.
4.3.2 Vocable Uniform Treatment Principle

The most homogeneous treatment possible is negassiaonly for all the LUs belonging to the
same semantic field. The ECD requires general sakdor lexicographic description even at a
higher level: namely, for a uniform treatment otables belonging to the sameical field.
Definition 11.7: Lexical field

A lexical field F'** is the set {l4;} of vocables such that their basic LU} helong to the

same semantic field.

Now the principle itself can be readily formulated:

Vocable Uniform Treatment Principle

Two vocables belonging to the same lexical fieldstrhe presented, everything else being
eqgual, according to the same schema: the relatedaf \dither vocable should be described
in a parallel fashion:
(i) their definitions must be formulated as sinlifaas possible;
(ii) they must appear in the same order withirheaucable;
(iii) the semantic distances between them mustepeesented as similarly as possible

(i.e., by the same or almost the same means).

A good example is the general schema for lexicdgcagescription of French vocables
in the lexical field 80DY PARTS» (Arbatchewski-Jumarie & lordanskaja 1988).

4.4 Internal Exhaustivity Principle

Like all conventional dictionaries, the ECD alsov&s to describe the lexical stockofas fully

as possible, that is, to describe all the LUk &hown at this particular moment. This goal can be
qualified as ‘external’ exhaustivity. However, givthe complexity of its lexical entries, an ECD
cannot compete in this respect with normal dictimsd™ The ECD’s main struggle is along a
different axis: that of ‘internal’ exhaustivity, wdih concerns the description of an LU rather than

of L's whole lexical stock.
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In an ECD, the lexical entry for L must contain lakicographic data concerning L that are
necessary for two goals:

1) to utilize L correctly in any possible context
and
2) to find any other LU L" which is semanticaligked to L.

Thus, the entry for the French idictRlOYEN DE TRANSPORT ( transportation meaps
must contain:

» The names of all existing means of transportation

— on earth:vOITURE (car , CAMION ( truck) , AUTOBUS ( bug , AUTOCAR ( tourist bu3,
TROLLEY-BUS ( trolley bug , TRAMWAY ( streetcar, METRO ( subway , ...;

— on waterBATEAU ( ship) , NAVIRE (' ship) , BARGE ( bargg , RADEAU ( raft) , ...;

— in the air:AVION ( airplang , HELICOPTERE( choppe) , FUSEE( rocke) , ...

* numerous LUs such aSARGAISON ( load, cargd, kTITRE DE TRANSPORT =~ ( ticket),
BILLET ( ticket) , VOYAGEUR ( passeng@r, CORRESPONDANCK transfef) , RESEAU ( network) ,
DESSERVIR ( servg, TRANSPORTER ( transpory) , VOYAGER ( travel,, ride,), COMPOSTER
(' punck,, stamp [the ticke}) , ... and eveRESQUILLER( fare-jump .

Another example could be the names of animals. B@HE (cow) an ECD gives
MEUGLER ( [to] moo) and MEUH! ( moo!) ; for CANARD ( duck) , it offers CANCANER ( [to]
quack andCoIN-COIN ! (quack) . In the same vein, under each LU the ECD hasstall rele-
vant interjec-tions: foDEGOUT ( disgusj —POUAH ! ( yuck!) or BEURK ! (' yuck!) ; for PLAISIR
(pleasurg—AH! (mmm!) or miAM ! ( yum-yum) ; for DOULEUR ( pain) —AIE! (ow!) , AlE-
AIE-AIE ! (ow!) , OUILLE ! (ouch) , etc.

Moreover, for interjections the ECD must specifg #xact prosody, since, for instance,
Fr. AH ! of pleasure andH ! of amazement are not pronounced in the same Bwan if this
means very long and very complex entries, the E@®th supply for an LU L, all the LUs {iL

that the speaker might need one day.
4.5 Maximal Generalization Principles

As is typical of all scientific work, the ECD plaxédigh value on capturing generalizations. In
practice, this means that recurrent lexicograpfiormation should be ‘factored out’ as much as
possible and specified only once. In a printed iver®f the dictionary this must of course be
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done with great caution, in order not to renderdbesultation of the dictionary too cumbersome.
This general requirement can be concretized iridime of the following two principles.

4.5.1 Vocable Generalization Principle

Lexicographic information valid for all LUs of a @able should be extracted from individ-
ual LU entries and transferred directly to the \mdeaname (thus, it will be stated only once,
for the whole of the vocable).

This principle is more or less regularly observadconventional dictionaries: it con-
cerns, as a rule, such data as the pronunciatelh/gp the part of speech and the inflectional
type of the LUs within the vocable; | need not dveel it.

In parallel to the above principle, an ECD usestlarocompacting technique: if some
LFs of an LU L, have the same values as the LFs of another Lid the same vocable, a cross-
reference is used, instead of repeating the valgesral times. This is done in the following way:

L.

LFSfl, fz, NS N
(That is, ‘For the values of the LFs listed heragthe entry for L.’)

4.5.2 Semantic Field Generalization Principle

Lexicographic information valid for all LUs of arsantic field Fse™ should be extracted
from individual LU entries belonging ™ and transferred directly to the entry for the LU

that is the name dfse™.

This principle, which reflects Lexical Inheritanamncerns mostly LFs (and, to a lesser extent,
GPs). Thus, the name of an illness Y normally @ates with the following expressions:
be stricken withy, suffer ofY, come down withy, battleY, get overY, recover fromy,
succumb tdy, etc.
And of course it admits all the semantic derivagicharacteristic of an illness in general, such as
MEDICINE, DOCTOR, NURSE, HOSPITAL, MEDICATION, PAIN, BED, etc. All these collocates and
semantic derivatives should not be repeated uPKEUMONIA, TYPHOID, CHOLERA, FLU, AIDS,
SYPHYLIS, etc. They can be given only once, undeNESS; in the entry for a particular illness
name, only the corresponding pointer is insertedinfstance:
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PNEUMONIA

i'r;cepOper 1, AntiReal 1, try.to.  Liqu 1Funcyo, ...: T1ILLNESS
Two complications can be encountered in this cotnorec

— A specific illness name L has some derivativesadlocates that.LNESS does not have. In
this case, the corresponding expressions are sigiygy in L's entry; when using the entry, they
are added to the elements provided byltheESS entry.

— A specific illness name L does not have somevdévies or collocates thatLNESS and
(some) other LUs of the semantic field under desom have. Then in L's entry these elements
must be explicitly indicated as inadmissible.

Some more specific cases will not be discussed kteeeechniques foreseen by seman-
tic field generalization are presented in detalViel’cuk & Wanner 1996.

4.6 No Regularly Produced LUs in the Lexicon Pringle

If  an LU L  ofL is related to another LU L in a completely regwiay, i.e., the lexical
entry for L can be computed by general rules ftosnexical entry,
then L” should not be explicitly entered in an ECD aseparate lexical entry (it must

be specified in the lexical entry for L).

Such a situation can present itself in three tygfesases: regular compounding, regular deriva-
tion, and regular polysemy. | will comment on titlast types. (Potential lexical units, that is,
100% regularly compoundednd derivegdLUs, were discussed in Ch.Z.1.2 p. 00 and Ch. 10,
2.1.2 p. 00.)

4.6.1 Regular Derivation

Suppose thak possesses a derivatein® that, when applied to an LU L, always changes the
lexical entry for L in the same way. Then L", dedvby the application dfd) to L, should not
appear in the dictionary with its own lexical entityis enough to indicate in L’s entry that for L
this derivation is possible. (Derivatianis opposed to derivatignthe latter covers fossilized de-
rivatives, which are derived only historically.) As example, consider names of female Xs in
French:étudiant( studen} ~ étudiant+e ( female student, baron ( baror) ~ baronn+e ( fe-
male baroi, directeur( directo) ~ directricte ( female director, cuisinier( [a] cook) ~ cui-

sinier+e ( [a] female cook, [un] Belge( [a] Belgian ~ [und Belge( [a] female Belgiah, etc.



— Part V, Chapter 11. Explanatory CombinatorialtDicary — 95

This derivation is semantically absolutely regulexcept for the componefjtof the feminine
seX , the lexical entry for the derived noun has ndedénces with respect to the entry for the
starting noun. However, it is not completely regdtamally: some nouns do not have a female
counterpart, which is semantically plausible—sushlacteur( docto) , agent( agen} , auteur
(‘autho) or écrivain (writer) . Therefore, a French ECD indicates for a humamnothat it
has a female derivation L" and the form thered§ dan be done by means of a non-standard LF
Fem (= ‘female counter-part of’).However, there is no need to put L" in the dictignaith its
own full lexical entry. Thus, we have:
DIRECTEURmasc) ( directol) RUSSHEymasc)( [a] Russiai PAYSANNmasc)( peasant
Fem: directrice Fem: Russe Fem: paysanne
The feminine NOUNBIRECTRICE RUSSEytem)aNAPAYSANNENem) N€€d Not be entered in an ECD.
However, this approach does not work all the tilvhile for many human nouns the
corresponding feminine lexemes are quite regul&ramch (as far as their meaning and their lex-
ical cooccurrence are concerned), for many otheeg are not: thus, as we have seen above,
CELIBATAIREN(em) ( SiNgle womaj does not have the same LFSGESIBATAIRENmasc)( Single
mart1) and therefore needs its own lexical entry. Thediess be drawn from this is that a lexi-
cographer must proceed with great caution and denstach case individually; jumping at
sweeping generalizations is easy but can be harmful

4.6.2 Regular Polysemy

L can have many pairs of LUS.L~ L1, Lo ~ Lo, ..., Lni ~ L, Such that the semantic differ-
ence betweejrmember and-member is the same in all pai(d;;) —(L;) =(0); this isregular
polysemy. If the lexical entry for |has no other differences with respect {dlt the semantic
componen{ o) (and other differences that automatically accongpgnthen, as is the case with
regular derivation, lneed not be stored in the dictionary as a separtg: it is sufficient to in-
dicate its possibility under;LThis technique could be applied to the lexicdftiea of BAKE that
present its instrumental senses (see below).
Many English transitive action verbs that semalifigaresuppose an instrument have a

special sense that accepts the name of this instruas its syntactic subject:

John cuts the cardboard with a knife  ~  This knifecutsthe cardboard

John writes his cards with this pen ~ This penwriteswell.

John solved the equation on his computer The computesolvedthe equation
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This sense can be called ‘instrumental.” The qaass, Should an ECD store the instrumental
sense for each verb that has it—as a separatalexity?

First, not all action verbs have instrumental sendghn nails boxes with a hammer
*The hammenails boxes(nails well); or John killed the wolf with this gur- *This gunkilled
the wolf(kills easily. And second, some instrumental senses descrilvepanpy of the instru-
ment, but cannot refer to an actiorh{s pen writes well~ *This pen wrote two letteds while
some others do botfijis knife cuts poorly~ The knife cut through the cardboard in 3 minutes
These facts show that the entry for the basic gaduld have the indication on whether the in-
strumental sense exists and, if yes, of what typajost cases, a separate entry for an instrumen-
tal sense is not needed. | will not go into a sdimamnalysis and classification of instrumental

senses, limiting myself to the following remark:

It is possible to avoid actually storing such LASBAKEI.1c, BAKEI.2c andBAKEIL1c in an
English ECD; it is sufficient to indicate their si@nce and their type in the corresponding

lexical entries:

BAKEI.1la BAKEI.2a BAKEIl.1la
Has an instrumental sense Has an instrumental sense Hasan instrumental sense
(property and action) : BAKEI1c (property and action) : BAKEI.2c (property and action) : BAKEIl.1c

With such indications in plac@AKEI.1c, BAKEI.2c andBAKEIL.1c can be abserfitom the diction-

ary.

5 An lllustration: A Sample of an English ECD*

In this section, first, several lexical entries presented as they are meant to appear in an ECD of
English 6.1); then linguistic comments are offered on somenpheena that are intimately relat-
ed to the lexicon, but must nevertheless be coresidas part of the grammar and therefore are
not reflected in an EC5(2).

5.1 Some Lexical Entries from an English ECD

BAKE , Vel‘b,regular conjugation

‘Food’ BAKE!
l.la. X cookd solid Y ... in device Z... [John baked the potatoes in the dven
1b. Solid Y cooks... in device Z... [The potatoes baked in 20 mindtes
lc. Device Z is used [by X! in bakind.1a Y [This microwave bakes potatoes in 10 minltes
2a. X creates solid food Y from W in device Z John baked good rolls from corn fldur



— Part V, Chapter 11. Explanatory CombinatorialtDicary — 97

2b. Y is bakedz2a [by X] from W in device Z The rolls baked quickly in the new oyen
2c. Device Z is used [by X] in bakinga Y [This oven bakes good brdad

‘Hardening’ BAKEII

Il.1a. X causes that Y, which are raw bricks or pottegcome hard in device Z .Jdhn baked the bricks
1b. Y is baked.1a [by X] in device Z The bricks are baking ndgw
1c. Device Z is used [by X] in bakiiglaY [This kiln bakes excellent tiles
2. Substance X becomes hardTh¢ mud on the shore baked under the July.sun

‘Heat’ BAKEIII
Il .a. People X in location X feel affected by heat .Bpston was baking in a heat-wéve
b. Y causesthat X bakél.1 in Y [The heat wave continues to bake the SouthjWest

‘Food’ BAKE |
‘Potato’ BAKE 1.1
l.1a.
Definition
X bakes YinZ : X cooka solid'1 Y by submitting Y to the indirectactiors of dryto heafz in

devica Z* or in contact with source Z° of heato.

Government Pattern

X = | Y < 1l Z -1
1. N 1.N 1. PrepcN
obligatory

Jane baked the applé® the oven/over the coals

Lexical Functions

Syn : make baked Y Sinstr : baking tray/sheet; baking tin, cake tin;
Syng : cook foil

Syn, ‘ roast Ver :toaturn

Gener : Cook too much, AntiVer : lloverbake

Convzz : bakeib notenough, AntiVer : /lunderbake

3% =S -l :Oven

Examples

—Keep quiet, Jane is baking the potatoes! | —Hosutbome baked potatoes, my darling? | In a
microwave, you can bake Macintosh bettsofte) than Golden Deliciouss In a microwave,
Macintosh bake- passive-potentia] better{softe) than Golden Delicious. | Ruritanians adore bak-
ing zucchini in hot ashes and eating them stufféd wggs. | Wrap the fish in foil and bake (for
twenty minutes) (in a hot oven).

Linguistic comments

1) The componentindirect faction of dry hed) in the definition is necessary because of such con
trasts aBAKE potatoes in their jacketghicken in tin foil vs. ROASTpotatoegmust be peeled first
and/or cut into piecgsg/chicken[must be directly exposed to the heat, for at Ipast of the cooking perigdi; cf.
Lehrer 1974: 34, 182.
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2) The componentsubmi) is an abbreviation forl cause to undergd (as in ...submit it to
the action of strong heat in a crucilplehe corresponding sense is absent fiddOCE
Online
3) Here and below, Prgpstands for a locative preposition (which is chobgrthe speaker ac-
cording to its meaning)n, on, over, unde, ...
4) Instead oX bakesia Y, some speakers use spontaneously the constro¢tinakes baked,Y
as inFor dessert, I'll make some baked applé® preference depends on Y. This fact is taken
into account by puttinlAKE BAKED Y as a synonym #AKEI.1a.

l.1b.

Definition
Y bakesinZz : solidl Y cooke as a resuft of being.bakedia [by X] ors of undergoing the

indirect actiors of dryro heaf2 in device Z* or in contact with source Z?

of heato.
Government Pattern
Y = | Z <1
1. N 1. Prepg: N

The apples bakefin the overon hot bricks).

Lexical Functions

Syng :cook  S*** =Spgec - OVEN Caus : bakeia
Syn, :roast Sinstr : baking tray/sheet;

Gener : cook baking tin, cake tin; foil

Examples

—Keep quiet, the potatoes are already baking! |iMesh bake betteisoftely than Golden Deli-

cious.

Linguistic comments
BAKEI.1b marginally admits situations of non-agentive bakiAg a resultBAKEI.1b andBAKEI.2b

are not quite parallelThe potatoes bakedoes not necessarily presuppose that someone baked
them on purpose (they could have baked ‘themselveslvertently—for instance, in a house
fire); but The bread bakegresupposes a conscious creator. To account éobitarre event of
self-baking potatoes, the definition BAKEI.1b contains the disjunctive componént. or of un-

dergoing the indirectactiors of dryio heat?) .

l.1c.
Definition
Z bakes Y . Devica Z used1 [by X] in baking.1a Y causesY to bake1b.
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Government Pattern
Z - | Y =1l
1. N 1. N

This overbaked the potatoes in 15 minutdhis microwave bakes quite well

Lexical Functions
Ver toaturn|M#£A

[M 2 # A’ means ‘DSyntAll of BAKE is not empty’, i.e., it is obligatory:My oven bakes to a
turn vs. My oven bakes rolls to a turn

‘Bread’ BAKE 1.2
l.2a.

Definition
X bakes Y from W in Z X creates solid'1 foodib Y from mixtura Z* of Z2, which is flout

madé1 of grain. Z° or other powder-like foodstuff, with liquig—by
baking.1a Z* in W.

Government Pattern 1

X = | Y <l Z <1l W < Iv
1.N 1.N 1from N 1. Prepc N
2.outof N
3.with N
1) G2, 2without G, : undesirable
2) Cus NzZ

Bob bakes good bregttom (= out of, with) imported flou) (in his new oven
Bob bakes on Fridays.
Undesirable : ‘Bob bakes fromjout ofy imported flour[by Constraint 1; correct expressiddob
bakes with imported flolir
Impossible  : *Bob bakes good bread with imported whemt Constraint 2; correct expression:
Bob bakes good bread frofout of imported whedt

Government Pattern 2°"

X = | Z<-1 Y =1l W= Iv
1.N 1.N l.into N 1. Prepc N
obligatory obligatory

1) G :N#Z°

Leo baked imported flour into good bre@d his new oven

Impossible : *Leo baked imported wheat into good bréhg Constraint 1]

Lexical Functions

Syng - make shop which carries
Syn - cookl mostly baked goods
n : N . .
professional - S15  © baker; confectioner orpastty = Sioc  bakery; pastry shop,
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g usua : baked goods patisserie
Sppusua : pie; pastry, charlotte; meatyq, to & turn

usual  loaf _ womuch,  Antiver : //overbake
Sgusua| _ doug_h’ batter; flour notenough,  AntiVer : /lunderbake
Sa7 =Snaroe - oven; Dutch oven Asrecenty Perf : /ffresh-baked
Examples

—Keep quiet, Jane is baking the cake! | In an afdhiioned oven, you can bake your buns to a
turn, provided you don’t overbake them. | Ruritasiadore fresh-baked bread. | Alain bakes very
well: for instance, he is an excellent baker ofre=0 | Transfer the batter into a cake pan and bake
for 20 minutes. | Robert baked Caroline a beaubifthday cake and promised to bake another
for her friend next month. | —From now on, youl Wwake in this new oven. | Jamie offered me
a fire cake (a mess of flour and water baked oatatone) [G. Vidal]. | This namEal bread was

baked directly over dried camel dung.

I.2b.
Definition
Y bakesin Z :Y becomes ready: to.beeaten as a resuts of being bakeika [by X from W]
in Z.
Government Pattern
Y = | Z =1l
1.N 1. Prep: N

The bread bake(@n his new ovekover the firg) for 20 minutes

Lexical Functions
Ver toaturn

Examples
—Your rolls baked to a turn in about twenty minutes

l.2c.
Definition
Z bakes Y . Device Z used [by X] in bakimga Y causes Y to bake2b.
Government Pattern
Z <1 Y =1l
1.N 1.N

This overbakes rolls in 30 minutes

Lexical Functions
Ver toaturn
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‘Hardening’ BAKE i

Il.1a.
Definition

101

X bakesYinZ : X causesthat Y, which is raw bricks or pottery, hardeihy exposing Y to

the actiom of dryro heafza in device Z.

Government Pattern

X = | Y =1l Z = 1l
1.N 1.N 1.inN
obligatory

Greeks baked their amphorée primitive kilng.

Lexical Functions

Syn : firey Sgusual = Sinstr-loc
gpusua : bricks; pottery Magn
Examples

They first dry their bricks and then bake them hard

I1.1b.
Definition
Y bakesinZ : Y hardensbeing_bakedia [by X] in Z.

Government Pattern
Y o | Z <1
1. N 1.inN

This amphora should bake (in the kiln) for 20 masut

Lexical Functions

Syn - fire Szusual = Sinstr-loc
g, usual : bricks; pottery Magn
Examples

Such bricks can bake in a regular oven.

: kiln
- hard

2 kiln
: hard < stone-hard

Il.1c.
Definition
Z bakes Y :  Devica Z used1 [by X] in bakingi.1a Y causes Y to bake.1b.
Government Pattern
Z < | Y < |
1.N 1.N

This kilnbakes good bricks

Examples
Leander’s kiln bakes tiles in huge batches.
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.2.
Definition
X bakesinY : SubstanceX hardens by the action of dryio heaf2 caused by phenome-
nom Y.
Government Pattern
X o1 Y = |l

1.N 1.Adv,Caus N

The mud bake(n the sui.

Examples
The earth floors baked stone-hard when the ragiagléstroyed this modest dwelling.

‘Heat’ BAKE 11I
Il.a.
Definition
X bakesinY : Human$ X! in location X? feef2 intensely affected by dryio heaf2

caused by the sufea or artificiah rays1 Y.

Government Pattern

X = | Y < |l
1. N 1.Adv,Caus N
Jane was bakingn the sun(under the rays of the tropical syn

Lexical Functions
syn :fry X =X A : baking.
Syn, . roast; burn; coak, swelter asif  X'sskin
shriveled , Magn + AntiVer : infml to a frazzle

Examples
Quebec was baking in a heat wave. | Sylvain likekifg on the sunbed. | —You'll bake to a

frazzle if you stay naked three minutes more! | +4ibe out, I'm baking in this stuffy room. |
Then | started treatment at Ospedale Maggiore dodimg the knees, baking in a box of mirrors

with violet rays, massage and bath [E. Hemingway].

Linguistic comments
1) The impossibility of Jane was baking with fevézorrect expressionlane wasurning with

fevel is foreseen by the constraints on Y; the coreegiression is supplied by the entry for
FEVER, sinceburn = [Magn + Oper ;](fevel), where Magn + Oper] is a configuration of LFs, see
Ch. 14,4.2 p. 00.

2) Consider the expressidrake in the suif be exposed to strong Junas seenin sentences
(24):

(24) a. For years, teens have spent hobaking in the sunin pursuit of the perfedan.
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b. You can almost smell the garbdggking in the sun
This expression is a collocation sbN2a—namely, Magninvolv 21 (SUN'2a)—I - SUN'2a—and
therefore it should not be covered by the lexicdityefor BAKEII . The same is true of the follow-
ing sentence:
They set if= the geraniumput and let the hot sun bakgi. O’Connor];
BAKE here is a collocation &fUN (nvolv ) and should be described in the entrygon.

l.b
Definition
Y bakes X . Intense heat Y causethat people X bakea inY.
Government Pattern
Y = | X =1l
1. N 1. N

The heat wave was bakiBgpston

Lexical Functions
Syn :fry
Syn, :roast; burn; coak

BAKED ALASKA , idiom, nominal phrasepuntable

baked Alaska : dessert consisting of ice cream toppenth meringue slightly browned by
baking.za it.

BAKED BEANS, idiom, nominal phrase, pincountable

baked beans : dish [=food] consisting of beans boiled and then bakedin a thick sauce,

usually tomato-based.

Examples
Baked beans were served, and then some dessakled Beans typically come in cans and may

be eaten hot or cold.

BAKING , adjective

1. Location U is such that people baken U [It is baking in herg
2. So [hot] that people bakk [baking ho}.

1. predicative use only.

Definition
It is baking in U : Itis so hot° in location U that humarfbake in U.
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Government Pattern

U=l

1. Logy, N

It was baking(in the stuffy roondherg in here).

Lexical Functions
Syng : roasting Synn : boiling; steaming

2. modifying use only; adverb-modifying

Baking[P] . [P] so that people balke| Magn(hotn°).
Lexical Functions

Syn : roasting, scorching

Examples

The room became baking hot.

Linguistic comments
The relevant sensg& HOT—( high temperature of surrounding )aiis not present i.DOCE

Online that is why | write it asi0Tn°. The necessity of having this sense as a sepathis
shown by the impossibility oftfaking hot wateor *baking hot fire cf. alsoroasting{scorching

hot, possible only about weather.

SUN-BAKED, adjective
sun-bakedX] : [Body part X of a humaf} perceived as dried aubrs burnt3 by the sufea

—as if X were mud baked.2 in the surea

Example

sun-baked lipgcheeks, handg a sun-baked foreheé&idce

5.2 Lexical-grammatical Problems Related to LexicaEntries for BAKE

The ECD aims to achieve maximal completeness a€dgxaphic information at the level of in-
dividual LUs (cf.4.4). With such a policy in place, some checks areessary in order to avoid
including too much data in the dictionary entriesfermation that is either encyclopedic rather
than linguistic or grammatical rather than lexidahlready mentioned the criterion of linguistic
relevance (used to screen components of lexicograggfinitions); now | will consider, as a
modest illustration, five problems involving grantmal properties of LUs, in order to see

whether they (or some of them) can be factoredandttransferred to the grammar.
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1. Decausativess. Passivesss.Passive-Potentials

The second member of the paBsKElia ~ BAKELlb, BAKEI.2a ~ BAKEI.2b and BAKEIl.la ~
BAKEIL1b, or theb-lexeme, differs from tha-lexeme in the communicative organization of its
meaning. In th@-lexeme, the communicatively dominant (= generajponent ig cause) , but

in the b-lexeme, this component is present, so to spedi,amnthe periphery: here, the generic
component is the designation of a change of statehich the causation component is attached
as a modifier. Thus, the generic component in teamng ofBAKEI.1a is ( cookl) = ( cause to
become ready for eating, while the generic component in the meaningaXEl.1b is ( cooke) ~
(become ready for eatinp; ( cause) is relegated here to a modifier stat($cooke] being
baked1a) (( bake.1ia) contains( cause) ). To put it differently,BAKEI.1a expresses an action or
an activity, whileBAKEI.1b designates a process, resulting from this actobinity. The same re-
lationship holds in two other verb pairs in ouwgiration. We will call theb-member the

decausative (of thea-member).

NB: The termdecausativés not ideal, since it is used in many differesm & rule, much broader) senses; cf., for
instance, Padigva 2001. But in the present context this is noy velevant, so | can afford using it strictly
in the sense specified above—after this warningother current term for this types of verbinghoative
(cf., for instance, Levin 1993: 4-5).

The decausatives call for the following three rdmar
» Decausatives are separate lexemih respect to their transitive counterparts ftkins et

al. 1988), contrary to passives (asbie bakelt passives are inflectional forms of the same lex-
eme. All active transitive verbs—with a few exceps—can be passivized by a general rule, so
that passives should not be described in the diatio(although they can, of course, be illustrated
there in the examples—Ilike any other inflectiorahf). On the other hand, decausatives are pos-
sible with a great many verbs, but by no means ulithcf. The pie baked*prepared in twenty

minutes The housesold (*built) in twenty monthsThe bridge wore out*destroyed in a few

years The books shippedsen} this morning etc. The constraints on decausative formation are
too capricious to allow for the formulation of angeal grammatical rule. Unless such a rule is
available, we have to regard decausatives, unblssipes, as separate dictionary entries (= sepa-
rate lexemes).

* However, even if they are not 100% productivecadisatives are productive enoughthe

sense that English has many pairs of the typangjtivd verb V' ~ ‘decausative of V,” and in all
of them the decausative changes the meaning sftanténg V in the same way:

if (V) = ( cause in the waya that Y enters into the staté S
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then ( decausative(\)) = (Y enters in the state S as a result of causaiioithe way
a) .
This warrants our marking the V'~ ‘decausative\bfcontrast witha vs b lexicographic distin-
guishers: this is a typical caserefular polysemy—in the sense of Apresjan (1973 and 1974
[1992: 213]).

« Decausatives contrast wiflassive-potentials®™" of the typeThese judges bribe easity

This blouse washes wellhe passive-potential of a verb V-V - Y) means( Y has such prop-
erties that it is Z-y to do V to)Y. Because of this, passive-potentials cannot be msteomplet-
ive’ or ‘punctual’ statements—they tend to be gendi/hat is important here is that they are suf-
ficiently productive, in any event, more so thaa ttecausatives:This manuakeadin two days
[decausative], buThis manualread like a novel[passive-potential]; This judgebribed many
times [decausative], bufThis judgebribed with no effort [passive-potential]; etc. Passive-
potentials are inflectional forms of the verb (likeormal’ passives) and should not constitute
separate lexical entries. (They can of courselbstiated in the lexical entry for the basic transi

tive verbs, along with normal passives.)

2. Object-Shuffling

Examples likeBob bakes good bread out of even the cheapest dilodBob bakes even the
cheapest flour into good breadpresent purely syntactic modifications of a krigxeme, hav-
ing the same semantic content and the same dergaéind collocations in both patterns. (What
is different is the DSynt-Comm-Structures of bog#imtences; here we allow ourselves to ignore
this fact.) The lexical entry of the correspondiggb shows this overtly by assigning both usages
to one lexeme [8BAKEI.2a] and supplying this lexeme with two GPs. ThusamECD, Object-
Shuffling is treated in a way that is intermediétween the treatment of passives/passive-
potentials and that of decausatives. A verb ofgthicEl.2a type has to be lexically marked, since
not all creation verbs admit Object-Shuffling: e@REATEitself does not (&od created dust in-

to man). It need not, however, be split into two differégxemes since in both patterns it has the
same meaning and the same restricted lexical comrme; both patterns can be described by the

same definition.

NB: In this an object-shuffling verb is different froa decausative. A decausative changes the sencamtient
of the basic verb—it introduces a new central congmb in V's meaning and thereby modifies the taxono
ic class of V; as a consequence, it cannot be ibestsimply by different syntactic patterns assecianith
the same definition.



— Part V, Chapter 11. Explanatory CombinatorialtDicary — 107

Object-Shuffling verbs are but a special subsewloht can be called Actant-Shuffling
verbs, which also include such types of verbs@s> or SWARM (cf. Fillmore 1968: 68, 1977).
Many of the latter cannot be assigned to a sirgterhe without gross injustice to the semantic
differences between their syntactic variamdésid bricks on the wagodoes not presuppose that
the whole wagon will be filled, whilad the wagon with brickdoes;teach arithmetic to chil-
drendoes not presuppose that the children learn ittdach childrerarithmeticdoes. (For a dif-
ferent treatment of Object-Shuffling in the cassaKE, see Atkinset al 1988; for a discussion
of Actant-Shuffling, or ‘diathesis alternation,’esétkinset al 1986, Katz & Levin 1988, Levin
1993, and Levin & Rappaport 1995, 2005, where &rrtklevant references can be found.)
3. Object-Deletion
Atkins et al. 1988 point out that in cookery books Object-Deletwvith BAKE (and similar verbs)
is common, as iBake for thirty minutesHowever interesting this phenomenon, it shoulth®o
reflected in the dictionary (except in the exampl@sis kind of Object-Deletion is a feature of
instructional literature in general, and it is edg&gly limited to imperatives or prescriptive im-
personalsAnd then you bake for 30 minukékerein; therefore, it is not the responsibibfythe
dictionary, but that of the grammar: more speciljcaf its stylistic component. Under appropri-
ate conditions, the corresponding grammatical owkerrides the explicit markobligatory” in the
GP. Thus, Object-Deletion is indeed the deletionspecifiable circumstances, of an otherwise
obligatory object, rather than the non-expressioanooptional object, as iIBAKEI.2a (Bob bakes
on Fridayy.

4. Benefactives

The problem of so-calleBeneficiary Complements, or benefactives, exemplified byBob
bakedMary a cake(= ( Bob baked a cake for M3ry, is again a grammatical one. As stated in
Atkins et al 1988, all creation verbs (with the exception eftain Latinate verbs having the
stress on a non-initial syllable, suchGREATE itself, CONSTRUCT, etc.—but not, e.gRREPARE
admit the benefactive (‘Dative’) construction, wiimeany ... with the purpose that Z uses Y
created by X. Therefore, the description of English benefadtiigelikewise the responsibility of
the grammar, not the dictionary; see, for instaridazurkiewich & White 1984, where a
grammatical rule for the Dative Beneficiary constion is postulated; a list of verbs which ad-
mit/do not admit a benefactive is given in LevirO3948-49. Two remarks are in order at this

juncture.
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* We subsume under ‘creation verbs’ also all verfpso to speak, ‘negative creation,’ i.e., de-
struction, such aBREAK [her a glasg Although we are unlikely to he&ick broke her a glass
very often, the sentence is perfect—if, for somesom, she actually needed a broken glass and
Dick obligingly broke her one.

* A verb of creation may appear with a differenvgmment pattern such that it ceases to be a
verb of creation. In this usage, it rejects a bactefe (Levin 1993: 3):

(25) a. Martha carved a toy out of wood for the baby.
b. Martha carved the baby a toy out of wood
c. Martha carved some wood into a toy for the baby.
d. *Martha carvedhe babysome wood into a toy.
In (25d)CARVE is not used as a verb of creation, and a beneéagiith it is impossible.

5. Subject/Object-Oriented Resultative Complements

Resultative complements are possible with Creatlerbs (as inWe baked the pdtard or The

pot bakedhard in the kiln or Change-of-Physical-State Verbs (a$ kmocked ifflat). They must

be treated as syntax- or semantics-driven phenagmenahey must be described by general rules
rather than by particular lexical entries; they banshown in the lllustrative Zone of a lexical en-
try, and only when they are considered of particinterest.

To sum up: The treatment of the above five probleeygends on whether one regards
them as lexically conditioned or syntactically/satnzally conditioned. If Iexically conditioned
(like Decausatives or Object-Shuffling), a phenooreshould be accounted for in the diction-
ary—either via the definition, as with Decausati¢@hich leads to two different lexemes), or via
the GP, as with some cases of Object-Shuffling ¢iieads to two different GPs within one lex-
eme). If syntactically/semantically conditionedkéi benefactives, Object-Deletion or sub-
ject/object-oriented resultative complements), @n@menon should be accounted for in the

grammar and has no place in the dictionary, excémt-pedagogical purposes—in the examples.
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Notes

' (1.1, p. 00) As was stated in Part I, Ch. 1, p. 00L&nL is not a linguistic sign in the strict
sense: it is a set of linguistic signs. Howeveis 8et can be always represented by one genuine
sign: the stem for a lexeme or a configurationyoitactically linked stems (= a syntactic tree) for
an idiom. Therefore, as a convenient abbreviatiailpw myself to speak of LUs as signs.

" (1.2 p. 00)Theoretical Lexicologyvs. Practical Lexicography

It is impossible to delve here into the heated teelbpposing theoretical lexicology, which is a
part of linguistics, and practical lexicography,igfhboils down to commercial dictionary mak-
ing. Their goals, methodologies, means and, mogobitantly, constraints are so different that to
many it is difficult to see how one can benefitnfrthe other; a serious discussion of correspond-
ing matters would require a book in itself. Nonégls, in fact, they can greatly fertilize each oth-
er, and as a theoretical lexicologist with keerrnest for dictionaries, | will allow myself to for-
mulate the following two remarks about the storeationship of the two disciplines.

* Many shortcomings and outright mistakes in cotoeal dictionaries could be avoided if
lexicographers followed some of the guidelines reffieby theoretical lexicology. More coherence
and better semantic analysis are quite compatilite negular commercial requirements. For in-
stance, an important improvement would be devetpphre dictionary by semantic fields rather
than by alphabet: this would immediately produdeetier consistency with no additional costs.
These possibilities are generally ignored simplydose of centuries-long traditions.

NB: Compiling a dictionary by semantic and/or lexiields does not of course mean that it has torbsgmnted
in print by these fields. For a standard user pfiated dictionary, the best disposition remairesdlphabet-
ical order, which is used in ECD. Note, howeveat flor electronic dictionaries of the future thelgdem of
ordering does not arise.

* B. Atkins (1992/1993: 8-9), while defending tAenerican Heritage Dictionary= AHD
1981] against McCawley, who reproached it thatrtbensBeAN and RICE were not marked as
‘count’ vs. ‘mass’, says: “Does the AHD, designed principddly native speakers of American
English, need to hold such information?” The imglenswer is ‘Of course not, since the users
intuitively know all this.” Well then, they also kw, in the same sense, wigtAN and RICE
mean and how these nouns are used; do native spewded to open the AHD to look them up?

And here | come to a completely heretical statement
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||I do not know what a native speaker needs a toaditimonolingual dictionary for.
Personally, | have never in my life used a monalaigictionary of Russian as a speaker—only
as a linguist, and then just in order to find fautt it. Of course, native speakers, including my-
self, need to look up rare words and expressionsledl, obsolete, or technical—for their
meaning, pronunciation, or grammatical characiesstaind they do. Thus, an article published
by Associated Press on the Web 10 December 200p+#héws.yahoo.com/s/ap/20051210—
indicates that the ten top words looked up by Ao@aTs in the electronic Merriam-Webster dic-
tionary are the following ones: ihtegrity, 2.refugee 3.contempt[of the cour}, 4. filibuster,
5.insipid, 6.tsunamj 7.pandemi¢ 8.conclave 9.levee 10.inept all of them highly technical
terms. But this does not justify compiling huge miamgual dictionaries where the absolute ma-
jority of entries are such words B¥OR, TABLE, WHITE or WALK. R. Moon (2002) tells a very
instructive story: in a survey of needs of poortiBh families, 53% of respondents named a
dictionary as a necessity—above cars, VCRs or avegwspaper! But there is no clear answer to
the question what does a family need a completeotimgual dictionary for... More than that, |
never got a reasonable answer to the above qudstiona lexicographer. (To check the spelling
or pronunciation or to find out the meaning of raehaic or technical LU a smaller and cheaper
specialized dictionary would be more than suffitien
On the other hand, | believe that a scientificalignted monolingual dictionary can be a

powerful tool in teaching logic, semantic analyaigl formal reasoning to ordinary people. High
school students are not supposed to be afraidgoiniometry, chemical formulas and computers;
why should they be of analytical lexicographic d#&fons, syntactic patterns and collocation des-
criptions? The creation of scientific, reasonaldynfalized monolingual dictionaries should go
hand in hand with new ways of teaching the motbegtie in schools—with the emphasis on the
formal description of the lexicon and the gramnaher than simply on spelling. This, however,
IS no more than a free flight of my fancy...
I (1.3.4 p. 00) Phrasemes get phrases) are divided into four major classes:

* pragmatic phrasemes, or 1) pragmatemes

e semantic phrasemes:

— compositional phrasemes, or 2) collocations gndiGnés

— non-compositional phrasemes, or 4) idioms
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For details about phrasemes, see Ch. 16,ff. 00

V' (1.3.4 Item 1, p. 00)Lexical Entries for Idioms
Strictly speaking, the dictionary entry for an iaias formally different from that of a lexeme: it
contains some additional fields, which are reldteds linguistic nature, namely—being syntac-
tically a phrase, not a word. The dictionary erfitniyan idiom must contain its Surface-Syntactic
Structure; thus, the idiomPULL THE WOOL OVERY'S EYES , X pulls the wool over Y's eyes
( X deceives Y by feigninggoo intentiong with the purpose to hide X's trubéad intentiong
from Y and thereby gain an endreceives the following Surface-Syntactic tree:

PULL

direct \oblique-
objectival  gpjectival

WooL ° ° OVER
determinative prepositional

o [o]
THE EYEdef, pl

Figure 11-1 The SSyntS of the idiomPULL THE WOOL OVERY'SEYES
in its lexical entry in an English ECD

In addition, the government pattern of the idiomsincontain indications as to how the

expression of DSynt-actant] = (Y)]is joined to the body of the phrase:

Government Pattern

Y = 1
1. Agosd{N) | —determ-EYEy
2.N’s | — possessEYEp
3.0of N | —nom-compHEYEprdeterm - THE
obligatory

pull the wool oveher eyesoverMary’s eyesover the eyesf all thesepeoplé
For more on the description of idioms in an ECI2 €b. 16,7 and8, p. 0Gf.

Second, an idiom must be accompanied by indicatdmosit the possible syntactic trans-
formations and linearization of its SSynt-tree (wlleese operations cannot or should not be car-
ried out according to available general rules).sThn this particular case, it has to be statetl tha
the idiom in question admits a passive-like tramsfation: They had the wool pulled over their
eyes more than once by this sleazy young adventi@empare this with the proverbial idiom

kKICK THE BUCKETI , where the passivization is impossibt&he bucket was kicked by Jim
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This can be specified in the lexical entry of tH@im kPULL THE WOOL OVERY'SEYES by the
indication of the lexical functiogonvy; :
Convyg Y has the wool pulled over Y's eyes by X

Lexical entries for idioms are discussed in moraitlen Section5 of this chapter and in
Ch. 16,7, p. OGf.

The expressiorto] pull strings which has a normal passiveéstrings (A couple of
strings were pulled by my powerful unelgepresent a different case: this is a collocatibthe
NOuNnSTRINGSI = ( hidden influence or contrpl(a plurale tantun). This case and similar cases
are discussed in Ch. 16,1, p. 00.

Y (1.3.4 p. 00) A similar approach to developing a compatel phrasal dictionary is proposed
in the interesting study Zernik & Dyer 1987; Jadeifi 1995 makes a strong case for a phrasal
dictionary as well.

I (1.3.5 p. 00) On the ‘ungrammatical’ metalinguistic eagsion( cause that ..) , see Part II,
Ch. 5, Note 17, p. 00.

Vi'(2.1.1 p. 00) What has been said should by no meanstmtraed as the opposition to inclu-
sion of encyclopedic information into lexical eesi My objections are leveled only at confusing
the semantic and the encyclopedic information xiclegraphic definitions. | do not mind putting
into the entry for L as much encyclopedic informaatabout the denoted object or event as might
be judged useful to better characterize the usdg§ie-ander the condition, however, that ency-
clopedic information is explicitly marked as suctdas kept in a special zone, strictly apart from

purely linguistic information.

Vil (2.1.2.1 Rule 1, p. 00Propositional Form (= the Definiendum in the ECD)

1. The nameoropositional formis due to the fact that, in the prototypical caskatis, when
L is a genuine predicate—the expression of the f8rbs Yrepresents a logical proposition: it is
sufficient to fill in the variables, and this expséon becomes a proposition. However, in the case
of a quasi-predicate the result is not a propasitibe expressiominister of [country] Y for
[domain] Z (Britain’s Defense ministedoes not give rise to a proposition. Therefore, termi-
nology is a bit sloppy. Nevertheless, no real harglone, since we can think of the expres3{on
is a minister of Y for Avhich does underlie a proposition.
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2. The propositional form has no scientific valughe following sense: it does not participate
in any formal reasoning. Its vocation is purely ggabical: it provides a minimal logical frame-
work for the subsequent definition of the LU L aslmas a minimal pattern for typical syntactic
constructions in which L would actually be usedeTgropositional form is a simplified user-
oriented presentation of L's government patterre (selow), which helps to relate it in a more
perspicuous way to the definition. What is sciecdify important is the specification of L's
SemAs; therefore, one could write the propositidoah for LasL(X ;Y ; ...)

X (2.1.2.2 p. 00) To show this in a clearer way, here ae ¢hrresponding definitions from
Wierzbicka 1972:

(mother of ) X human being inside whose body there was once samgetimat was becom-

ing Y’'s body)
(womarn) = ( human being that could be someone’s mgther
( marty) = ( human being that could caassnother human being to be someone’s mpther

¥(2.1.2.2 Comment 2, p. 00) The phonemic transcriptiorhefgignifiers of the signs considered
is needed because the French orthography doeonmettty represent the relationships between
the signifiers involved.

X (2.1.2.2 Comment 2, p. 00Reverse Derivation’

An additional problem is created here by the fhat the morphological relation between French
lexemesASTRONOME andASTRONOMIE is inverse with respect to their semantic relatastro-
nomeao astronontie (i.e., morphologicall aSTRONOME is simpler), while( astronomg o ( as-
tronomig , because (astronomg = ( person who does astronomy (semantically,
ASTRONOMEIS more complex). Here, morphological complexitgritradicts’ semantic complex-
ity: we have a case of what is knownragerse derivation (Mel’ ¢uk 2006: 529-532). In English
the situation with the equivalents 88TRONOME andASTRONOMIE is different: ASTRONOM+ER
andASTRONOM+Y are formally of equal complexity (morphologicatarsection instead of inclu-
sion), so there is no immediate conflict with seticaimclusion.

X (2.1.2.2 p. 00)Vicious Circles in the System of Lexicographic Defiitions

Here is a simple demonstration of why vicious eiscin a dictionary are so bad. Suppose that A
is defined as follows: (i) A = B + C; B, in its turis defined as (ii) B =D + E, and D as (iii) D =
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A + F. By substituting D in (ii) by A + F (in vireiof (iii)), we get (iv) B = A + F + E; finally, by
substituting B in (i) by A + F + E, we obtain (v)AA + F + E + C. This is an absurdity: A is de-
clared to be equal to itself plus a lot of othendgfs. Such a situation obtains because of the vi-
cious circle in (iii): D, which is used in the dafion of A, has A in its own definition.

Xil (2.1.2.3 Rule 3, Comment 1, p. 00) This definition is satisfactory also from the viewpoint
of linguistic facts: for example, a table or a bas a height, but it does not have a ‘base’ or a
‘summit’. However, this detail is not relevant hesence we are dealing exclusively with the for-
mal aspect of the definitions.

XV (2.1.3.2 Criterion 1.2a, p. 00) It is interesting to COMPBATTREI with VAINCRE ( win) :

X vainc Ydans Z[pour a] E (|[X and Y beingz opposedin struggle Z overa,]| X getga o)
VAINCRE is about X obtaining the intended result in theiggte against the adversary Y, while
BATTREN is about X putting Y out of the struggle. The stard intensifier OBATTREI, as we
have said, is plate coutureand it characterizes the state of Y. The wexinNCRE does not have
a really idiomatic intensifier, but the noMCTOIRE has some (although not very idiomatic ones):
grande( grea) , large ( big) |anteposcomplete complete ; they all express the degree to which

X obtainsa or the importance that obtainireghasfor X.

*'(2.1.3.4 Criterion 1.2¢, (9¢), p. 00) The improved defioit satisfies one of DeMorgan’s logi-
cal laws, relevant in this case(A [0 B) =-A =B (“the negation of a conjunction is equal to
the disjunction of negations”).

Xvi

(2.1.3.4 p. 00) As indicated by Wierzbicka, the compongatcording_to some reasonp
OpposSePERMITy to ALLOW: Although visits were not permitteithe chief surgeon allowed them
to enter

il (2.1.4 p.00) In reality, the situation with the vetidsT, is more complex. IiThis book costs
$30 at Chaptershe phrasedt] Chaptersmay be considered as an expression of the Payise: i
not a simple locative Circumstantial, isofunctiomath in Bostonor on a plane To cover such
uses as well the verwosT will have the corresponding SemA-slot, suppliethwiecessary se-

mantic restrictions.
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il (2 2 p. 00) Gi1 is possible only with the active form BELRy, but this need not be stated in
the GP of this particular lexeme, since a ‘barénitive never cooccurs with a verbal lexeme in
the passiveWe saw him cros&to cross the street~ He was seeto cross(*was seen cro$s
the streed, the only exception being the passive of thdver: He was let gg*let to go). This

is a general rule of English syntax.

XX (2.2, p. 00) Constraint 2 became obsolete in AmericagliEh. Sentences in whicheLPy,
takes a bare infinitive even if X does not diregifyrticipate in Z are quite currefithe advocate
helped him obtain compensatjorhese voters helped him win in 20&he helped me save some
money etc. Native speakers find them perfectly gramoaétil keep Constraint 2 as an illustra-

tion of an interesting theoretical possibility, whiwas a reality not so long ago.

* (3.1, comments on Def. 11.6, p. 00pnversion is a morphological process where the expres-
sive means is a change of a feature in the syngaofithe sign to which conversion is applied.
Thus, the English verhd BoMB ( [to] submit to the action of bompsis derived from the noun
[a] BOMB by the following conversion (the relevant chargboldfaced):

CsUP™t = (( X submits Y to the action of ).; N=V; Z =N, ...)
N¢ indicates the class of nouns that accept this @sion; they are specified by the appropriate
lexical function in their lexical entry. For instaBOMBy has in its entry:
Labreal 1, : C*"*™ (i.e., [to] BOMB)
Similarly for OlLy ~ [to] OIL, SALTNy ~ [to] SALT, SAWN ~ [to] SAW, MACHINE GUNy ~ [to]
MACHINE-GUN, BUSy ~ [to] BUS, etc. (For more on conversion, see Mgk 2006: 288, especial-
ly p. 304.)

XXi

(3.2.3 p. 00) Criterion 11.2 is a rephrasing of Apresgariterion, postulated for a logical dis-
junction of components inside a lexicographic dabn (Apresjan 1974: 85). The prototype of
this criterion was proposed by G. Green (1969),cWiallows us to call it th&reen-Apresjan
Criterion.

i (3.2.4 p. 00)Sense Superposition, or Admissible Zeugmas

Such usages as that reflected in (21, that is,teart®ns involving one lexical occurrence ex-
pressing two lexemes at once, are known in othegscas well:

(i) a. Her tender, courageouseart was thumping in her chest
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[HEART as the organ of feelings aR@ART as a physiological organ

b. They werdold that John was absent and to leave immediately

[TELL as( communicate andTELL as( instruct, order].

c. Theyaskedwhether John was absent and for permission tod@avnediately
[AsK as( question andAsK as( request].

d. | believe in theurity of these snows and their souls

[PURITY in a literal ( no dirf) ) and a metaphorica{ élevated feelings) sensg

This is what is known as ‘superposition of sensesé Percova 1988, where some Rus-
sian examples are collected and three types olaegolysemy are indicated under which such
superposition is possible: {p human orggn ~ ( its functior) , 2) (a placg¢ ~ ( people who
are in this place and 3)( informatior) ~ ( carrier of this information. Therefore, the fact that
Criterion 1.2 is not absolute (sometimes it allofes coordination of the dependents of two dif-
ferent lexicographic senses, ‘illegitimately’ cominied uinder one signifier) should not seem so
exotic.

Interestingly, a parallel, although different, pberenon exists in the domain of mor-
phology: one wordform can manifest the superpasitb two different inflectional forms of a
lexeme. Here are a couple of examples:

(i) a. Ger.lch habe gegessemasubrig warlit.( | have eaten what was remainjng
[was is simultaneously the form of the accusative, gogd byhabegegesser [I]
have eaten and the form of the nominative, governedvgr Ubrig (was remain-
ing) 1.
b. Pol.Kogo on lubi a Jerzy nienawidzi?. ( Whom he likes and Jerzy hatgs ?
[kogo is simultaneously the form of the accusative, gosd bylubi ( likes), and the
form of the genitive, governed loyenawidzi( hate$ 1.
For a detailed analysis of the latter case, seg/iale & Kaplan 2000.

XXiii

(4.1, p. 00) As an example of such exceptions in th@alo of definition writing LDOCE

1978 can be cited. It utilizes, in its definitiordgout 2 000 words—the only ones admitted in the

definitions of all the LUs in the dictionary. A ogous usage of such a defining metalanguage, as
R. Quirk says in his ‘Preface,” has “in many casssilted in a fresh and revealing semantic anal-

ysis.” As for_syntactic combinatoricthe same dictionary uses a special coding, dpedl@and
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introduced more than half a century ago by A.S.ndgr(Oxford Advanced Learner’s Dictionary
of Current English1948; | am referring to the seventh printing fra8v7). Each code identifies
a syntactic construction in which L can participatamong a few dozen constructions listed and
exemplified at the beginning of the dictionary. Fastance, the verBLUNGE is marked “X9,”
which means that this verb is used with a DirO aeguires a directional comple-mento] [
PLUNGEsomethingsomewhere

Another dictionary of the same company, tmgman Language Activat¢t993), has
made serious advances in the formalization of gaphic metalanguages. Not only does it use
a controlled defining vocabulary of 1,052 lexeniad, it also proposes a well-developed formali-
zation of the description of syntactic and lexicabccurrence of LUs, as well as that of semantic
and lexical fields. Théctivatoris a good model of a dictionary that closely cgpends to our
ideas about what a dictionary for general publiouth be: it combines, in a judicious way, the
high level of formalization and rigor, on the onend, and quite a pedagogical presentation, on
the other.Activator is living proof that a logically organized and fatzed dictionary can be

made accessible to an average user—and be a coiahsecess.

XV (4.1 p. 00) The semantengdllustrated is aweak component in this definition: there can
be amagazinghat does not have illustrations, suchreyazine humoristigughumoristic maga-
zine) or magazine de mots croisésrossword magazine etc. The semantenfeledicated to
subject ¥ is also is a weak component: a magazine can deal with akdiferent subjects. See
2.1.4.2 p. 00.

XXV

(4.2.1, p. O0)CELIBATAIRE N(masc)@NACELIBATAIRE yrem) @re two different LUs of French.

XXVi

(4.2.1 p. 00) See interesting considerations abouteakiedgraphic description GfLESSURE
in Kahane 2003b.

XXVii

(4.3.1 p. 00) The reason for this, however ridiculogsthiat, currently, dictionaries are com-
piled in alphabetical order, and not by semangld§, as an ECD necessarily is.

il (43,1, p. 00) By their nature, national characteristias be attributed only to collectivities:
one can define onlfythe Chinesk; ( a Chinesg has to be defined as an element of the collectivi-
ty (the Chinesk. (Cf. the corresponden¢¢he English ~ ( an Englishmah, ( the French ~(a

Frenchma, ( the Britis) ~ (a Briton/a Bri} , ( the Spanish ~ ( a Spaniaryl.) Other cases in
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which the LU being defined must be in the plurallude the names of organs and devices that
consist of several entities, very often, tWEETH, CLAWS, EYES, LEGS, SHOES SKIS, etc. Nouns

of this type are, in a sengaluralia tantum Thus,EYES (not aneYE!) is (organ of vision that
consists of two openings ).. The corresponding morphological singular me@as element of
the set in questign this singular can be pluralized in its turn, whroduces the meanirigev-
eral elements of the set in ques)iomhe plural form of such nouns is thus ambigu@#OES
means eithef a pair of shoés [a plurale tantuny, or ( several separate shpega genuine plu-
ral]. (It can also meaif several pairs of shops as in She was buying only most expensive
shoes but with no possibility of quantifyindive shoesneans only five separate shopswith a
quantifier bearing on a pair of shoes, one needsé¢othe lexemeAIR: five pairs of shoey Two
remarks seem in order here.

1. The semantic correlation between the singularthadplural forms of the LUs such as Fr.
[les] FRANGAIS ~ [un] FRANGAIS or [les] GANTS~ [un] GANT is very regular and productive, and an
ECD should contain a rule explicitly stating theresponding generalization. This type of rule
belongs to what Apresjan aptly called, more thary&frs ago, thgrammar of the dictionary.
However, notwithstanding the importance of thiseapt for the ECD, it is impossible to dwell
on it here.

2. In some languages the semantic correlation ot#imee type that we see betwemESand
EYE in English is explicitly shown by morphological nmsa Thus, in Hungarian, the meaning
(‘eyes pf a persob) , i.e., a pair of eyes, is expressed by a singuban Szem /sem/; its plural,
szem+ekdenotes several pairs of eyes, aslireyes turned to he©One( ey is called in Hun-
garianFELSZEM lit. ( half-SzEM) , and its pluralfélszem+ekrefers to several single eyes, asim
had five right eyes ready for transplanting

XXiX

(4.3.1,p. 00) Here is a tentative definition for the NWTIONALITY 2:
nationalityz = ( set of individualsa that share linguistici, cultural, social, physical and/or psy-
chological characteristics, which is causdsy common origing) .

XXX

(4.4, p. 00) There is nothing in the nature of the EG& prevents it from achieving any de-
gree of external exhaustivity as well. The onlyljheon is organizational (or, if you wish, finan-
cial).

XXXi

(5, p. 00) This section uses the data and analysestfie paper llson & Maluk 1989.
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XXXii

(5.1, p. 00) When a variable corresponding to a Senaf{cappears in square brackets in a
definition, it indicates that this actant cannotéxpressed syntactically; it loses its communica-
tive importance and is suppressed.

il (5 1, BAKEL.2a, p. 00) On the ordering of alternative GPs in dintionary article, see Ch. 13,
3, p. 00.

XXXV

(5.2, p. 00) Passive-potentials are often calheididles (for instance, in Levin 1993) or
medio-passives. They are possible mostly, but nbt, dor verbs that denote a change of state,
and semantically presuppose an Agent. On Englisliles (in the above sense), see Fagan 1988
and 1992, Akema & Schoorlemmer 1995, Rosta 1995 Yarshimura & Taylor 2004.



